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Interesting open questions:

Quarks confined
and massive

Quarks de-confined
and (almost) massless
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Abelian

scale set by coupling

asymptotically free

Confinement and DχSB

non-Abelian

dynamical generation of scale

asymptotically free

Confinement and DχSB

Strong QFTs: QCD vs QED3
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QCD QED3
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 Properties of QCD: Dynamical mass generation

5

Dynamical quark masses 
via weak and strong force Yoichiro Nambu, 

Nobel prize 2008

u d s c b t
Mweak 3 5 80 1200 4500 176000
Mstrong 350 350 350 350 350 350
Mtotal 350 350 450 1500 4800 176000[MeV/c2]

[MeV/c2]

[MeV/c2]

S−1(p) = [ip/ +M(p2)]/Zf (p
2)
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 Properties of QCD: Dynamical mass generation

5

Dynamical quark masses 
via weak and strong force Yoichiro Nambu, 

Nobel prize 2008

u d s c b t
Mweak 3 5 80 1200 4500 176000
Mstrong 350 350 350 350 350 350
Mtotal 350 350 450 1500 4800 176000[MeV/c2]

[MeV/c2]

[MeV/c2]

S−1(p) = [ip/ +M(p2)]/Zf (p
2)

Input parameters in Nf=2+1 QCD
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Four component spinors

Clifford algebra

Generators for chiral symmetry:

Chiral symmetry breaking

Properties of QED3: Chiral Symmetry
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S =

�
d3x




�

Nf

Ψ̄iD/Ψ− 1

4
FµνFµν





{γµ, γν} = 2δµν , µ, ν = 0..2

γ3, γ5, [γ3, γ5] → U(2Nf )

U(2Nf ) → U(1)× U(1)× SU(Nf )× SU(Nf )
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 baryons, mesons (and glueballs ?)
 linear rising potential
 related to center symmetry

 Properties of QCD: Confinement
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Quark confinement

Millenium-Prize (1 Mio Dollar)
Clay Mathematics Institute

Bali,  Phys. Rept 343 (2001)
Jeff Greensite, Lecture Notes in Physics  821 (2011) 1.
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 massless one boson exchange

‘geometrical confinement’

dressed Polyakov loop does NOT show confinement

  (similar to NJL model...)

Properties of QED3: ‘Confinement’

8

Logarithmically rising potential:

V (r) ∼
�

d2k
1

k2
eikr ∼ ln(r)
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superconducting   
CuO2-planes

doping is important

normal state is insulator

order parameter has   
d-wave symmetry

High-temperature superconductors

10
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Gap has nodes on Fermi surface: d-wave symmetry
Measured via ARPES experiments

Fermi surface

11

Schematic Fermi surface:

Ding et al. PRB 54 R9678 (1996)

Damascelli,Hussain, Shen, Rev. Mod. Phys. 75 (2003)
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Linear expansion around nodes:

Two neutral spin 1/2 quasiparticles combined in four-spinors 
interacting with topological excitations of the gap function

Disperson relation
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Effective BCS-like Hamiltonian: 2d-Quasiparticles

∆�k

�
�2�k +∆2

�k

��k = vfq1 + . . .

∆�k = v∆q2 + . . . Anisotropy!
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Strong QED3: Eff. theory for superconductors 
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 Lattice QCD vs. DSE/FRG: Complementary!
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Models: PNJL, PQM

Technically 
easier
Exploratory

Weise, Schaefer,...

Fodor, Karsch, Phillipsen...

relevant for QED3}
Friday, November 30, 2012



Christian Fischer (University of Gießen) Phase transitions in strong QED3 / 32  

Transverse photon

Quark propagator

Quark-photon vertex:                               

DSEs of QED3 in Landau gauge

15

Dµν(p
2) =

�
δµν − pµpν

p2

�
1

Z3 +Π(p2)

S(p) =
ip/A(p2) +B(p2)

p2A2 +B2

kµΓµ(p, q) = S−1(p)− S−1(q)

Ball, Chiu, PRD 22 (1980) 2542 
Curtis, Pennington, PRD 42 (1990) 4165-4169 
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Symmetric phase:  ‘almost-conformal’ infrared behaviour
   with running coupling:

Analytic solutions: PT vs deep infrared

16

large momenta (PT): Π(p2) =
α

p
A(p2) → 1 B = 0

small momenta:

κ =
0.115

Nf
+

0.044

N2
f

+O(1/N3
f )

α(p2) = α/(p(1 +Π(p)) ∼ (p2)κ

Deconfined
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Numerical solutions
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broken phase: IR scale set by generated fermion mass

Running coupling
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Phase transition: Miransky scaling
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critical Nf much smaller on lattice - why ?
separation of scales: dynamical mass << α - volume effects ?

Finite volume: DSEs on a torus

20

Put DSEs on torus with (anti-)periodic boundary conditions
Integrals become Matsubara sums

�
d4p →

�
2π

L

�4 �

j1,j2,j3,j4

=

�
2π

L

�4 �

j,l

Formalism well known from QCD...
C.F., Alkofer and Reinhardt,  PRD 65 (2002) 094008
C.F., Gruter and Alkofer, Annals Phys.321 (2006) 1918
C.F.  and Pennington, PRD 73 (2006) 034029
C.F., Maas, Pawlowski and von Smekal, Annals Phys. 322 (2007) 2916
Luecker, C.F. and Williams, PRD 81 (2010) 094005
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Volume effects: results

21

Continuum:

Lattice:

N c
f = 3.5− 4.0

N c
f ≈ 1.5 } Volume effect!
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Recall: high temperature superconductors governed 
by (large) anisotropy

Define metric-like quantity...

... and modify Lagrangian accordingly

Anisotropy

22

��k = vfq1 + . . .

∆�k = v∆q2 + . . .

S =

�
d3x




�

Nf

Ψ̄iγµ
√
gµν(∂ν + iAν)Ψ− 1

4
FµνFµν




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Assume isotropic volume 
effects: 

vf > c anticipated

Modified critical Nf

23

YBa2Cu3O7 :
vf
v∆

= 14

Bi2Sr2CaCu2O8 :
vf
v∆

= 19

vf
v∆

= 10

Chiao et al., PRB 62 (2000) 3554

Experiment:

N c
f (V = ∞) ≈ 3N c

f (V )

→ N c
f (V = ∞) > 2

Bonnet, C.F. and Williams, PRB 84 (2011) 024520
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Finite Temperature: beyond Miransky scaling

24

Universal power law corrections to Miransky scaling:

Braun, CF, Gies, PRD 84, 034045 (2011)
Braun, Gies, JHEP 1005 (2010) 060

Two generic cases for critical exponent:
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Scaling observed
Critical exponent is controlled by anisotropy
Physical case numerically not yet accessible

Finite T and scaling in anisotropic QED3

25

vf = v∆ = 0.8 vf = v∆

Bonnet and CF, PLB 718, (2012) 532
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Graphene

27

[Wallace, 1947; Semenoff, 1984]
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Quantum critical point

28
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Quantum critical point

28

Gamayun  et al, 2007, 2010; Drut, Lähde, 2009; Son,2007 
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QED3 as an effective theory for graphene

29

Herbut, PRL 97 (2006) 146401
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 Vector dressing function A renormalizes fermi velocity

Solve DSEs with bare vertex and one-loop photon

DSE for Fermions

30

!"!"
#

S−1(p0, �p) = p0γ
0 − �p/A(p0, �p)−B(p0, �p)

vf (p) = vfA(p)

3

3. CRITICAL POINT ANALYSIS

Starting with the action Eq. (2.3), we use the standard techniques to derive the fermion Dyson–Schwinger (gap)
equation. In Minkowski space, we obtain:

S−1(p0, �p) = S−1
0 (p0, �p)− ieγ0

�
d3k

(2π)3
S(k0,�k)Γ(k,−p, p− k)D(p0 − k0, �p− �k). (3.1)

For the Coulomb propagator, we use the one-loop expression [28]

D(q0, �q) =
2π

|�q|+Π(q0, �q)
, with Π(q0, �q) =

πe2Nf

4ε

�q 2

�
�2v2F �q2 − q20

, (3.2)

where the effects due to collective particle-hole excitations have been included via the polarization function Π(q0, �q).
We now proceed by taking the Dirac projection and Wick-rotating to Euclidian space (k0 → iω). Since the vertex

contribution appears to be weak [28], we restrict ourselves to the bare vertex truncation. Following [18], we adopt
the instantaneous approximation, such that the wavefunction renormalization constant is Z = 1 and the dressing
functions can be approximated by their values at p0 = 0. In this approximation, we obtain the following system of
coupled integral equations for the functions A(�p) and ∆(�p):

A(�p) = 1 +
e2

ε

� ∞

−∞

dω

2π

�
d2�k

(2π)2
�p ·�k
�p 2

A(�k)

ω2 + v2FA
2(�k)�k2 +∆2(�k)

D(ω, �p− �k), (3.3)

∆(�p) =
e2

ε

� ∞

−∞

dω

2π

�
d2�k

(2π)2
∆(�k)

ω2 + v2FA
2(�k)�k2 +∆2(�k)

D(ω, �p− �k). (3.4)

The temporal integration

I(�p,�k) =

� ∞

−∞

dω

2π
D(ω, �p− �k)

1

ω2 + v2F
�k2A(�k)2 +∆(�k)2

(3.5)

has already been performed in [18], and it is given by (notice the explicit inclusion the bare Fermi velocity, whereas
in [18] vF is set to one):

I(�p,�k) =
J(z, g)

|�p− �k|
�

v2F
�k2A2 +∆2

, with z =

�
�k2A2 +∆2/v2F

|�p− �k|
. (3.6)

In the above, J is a piecewise-defined function:

J(z, g) =
(z2 − 1)[π − gc(z)] + zg2c(g)

z2 + g2 − 1
, with c(x) =






2 arccosh (x)/
√
x2 − 1 x > 1,

2 arccos(x)/
√
1− x2 x < 1,

2 x = 1.

(3.7)

For studying the dynamics at the critical point, an appropriate mathematical tool is provided by the bifurcation
theory [40]. In this framework, the nonlinear equations simplify such that the critical coupling αc, where the nontrivial
solution of the gap equation bifurcates away from the trivial one, can be evaluated. Explicitly, applying bifurcation
theory amounts to linearizing the Eqs. (3.3), (3.4), i.e. neglecting the quadratic (and higher order) terms. Further,
we also set A = 1 in the variable z, such that z = |�k|/|�p − �k|. Assuming A(�p) = A(p) , we have (with the notation
k = |�k|):

A(p) = 1 +
e2

vF ε

1

�p 2

�
d2�k

(2π)2
�p ·�k

k |�p− �k|
J (z, g) , (3.8)

with J(z, g) given by Eq. (3.7). We notice that around the critical point the integral equation for the function A has
decoupled from the mass function, such that we only need to calculate the integral on the right hand side of Eq. (3.8).
With this solution at hand, we will then return to Eq. (3.4) and evaluate numerically the critical coupling.
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where the effects due to collective particle-hole excitations have been included via the polarization function Π(q0, �q).
We now proceed by taking the Dirac projection and Wick-rotating to Euclidian space (k0 → iω). Since the vertex

contribution appears to be weak [28], we restrict ourselves to the bare vertex truncation. Following [18], we adopt
the instantaneous approximation, such that the wavefunction renormalization constant is Z = 1 and the dressing
functions can be approximated by their values at p0 = 0. In this approximation, we obtain the following system of
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d2�k

(2π)2
�p ·�k
�p 2

A(�k)
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∆(�p) =
e2

ε

� ∞

−∞

dω

2π

�
d2�k

(2π)2
∆(�k)

ω2 + v2FA
2(�k)�k2 +∆2(�k)
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The temporal integration
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� ∞

−∞

dω
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(3.5)

has already been performed in [18], and it is given by (notice the explicit inclusion the bare Fermi velocity, whereas
in [18] vF is set to one):

I(�p,�k) =
J(z, g)

|�p− �k|
�

v2F
�k2A2 +∆2

, with z =

�
�k2A2 +∆2/v2F

|�p− �k|
. (3.6)

In the above, J is a piecewise-defined function:
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For studying the dynamics at the critical point, an appropriate mathematical tool is provided by the bifurcation
theory [40]. In this framework, the nonlinear equations simplify such that the critical coupling αc, where the nontrivial
solution of the gap equation bifurcates away from the trivial one, can be evaluated. Explicitly, applying bifurcation
theory amounts to linearizing the Eqs. (3.3), (3.4), i.e. neglecting the quadratic (and higher order) terms. Further,
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k = |�k|):

A(p) = 1 +
e2

vF ε

1

�p 2

�
d2�k

(2π)2
�p ·�k

k |�p− �k|
J (z, g) , (3.8)

with J(z, g) given by Eq. (3.7). We notice that around the critical point the integral equation for the function A has
decoupled from the mass function, such that we only need to calculate the integral on the right hand side of Eq. (3.8).
With this solution at hand, we will then return to Eq. (3.4) and evaluate numerically the critical coupling.
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 Vector dressing function A renormalizes fermi velocity

Solve DSEs with bare vertex and one-loop photon

DSE for Fermions

30

!"!"
#

S−1(p0, �p) = p0γ
0 − �p/A(p0, �p)−B(p0, �p)

vf (p) = vfA(p) Gonzalez, Vozmediano et al,1994 

3

3. CRITICAL POINT ANALYSIS

Starting with the action Eq. (2.3), we use the standard techniques to derive the fermion Dyson–Schwinger (gap)
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S−1(p0, �p) = S−1
0 (p0, �p)− ieγ0

�
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where the effects due to collective particle-hole excitations have been included via the polarization function Π(q0, �q).
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dω

2π

�
d2�k

(2π)2
�p ·�k
�p 2

A(�k)

ω2 + v2FA
2(�k)�k2 +∆2(�k)
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(3.7)

For studying the dynamics at the critical point, an appropriate mathematical tool is provided by the bifurcation
theory [40]. In this framework, the nonlinear equations simplify such that the critical coupling αc, where the nontrivial
solution of the gap equation bifurcates away from the trivial one, can be evaluated. Explicitly, applying bifurcation
theory amounts to linearizing the Eqs. (3.3), (3.4), i.e. neglecting the quadratic (and higher order) terms. Further,
we also set A = 1 in the variable z, such that z = |�k|/|�p − �k|. Assuming A(�p) = A(p) , we have (with the notation
k = |�k|):
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with J(z, g) given by Eq. (3.7). We notice that around the critical point the integral equation for the function A has
decoupled from the mass function, such that we only need to calculate the integral on the right hand side of Eq. (3.8).
With this solution at hand, we will then return to Eq. (3.4) and evaluate numerically the critical coupling.
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� ∞

−∞

dω

2π
D(ω, �p− �k)

1

ω2 + v2F
�k2A(�k)2 +∆(�k)2

(3.5)

has already been performed in [18], and it is given by (notice the explicit inclusion the bare Fermi velocity, whereas
in [18] vF is set to one):

I(�p,�k) =
J(z, g)

|�p− �k|
�

v2F
�k2A2 +∆2

, with z =

�
�k2A2 +∆2/v2F

|�p− �k|
. (3.6)

In the above, J is a piecewise-defined function:

J(z, g) =
(z2 − 1)[π − gc(z)] + zg2c(g)

z2 + g2 − 1
, with c(x) =






2 arccosh (x)/
√
x2 − 1 x > 1,

2 arccos(x)/
√
1− x2 x < 1,

2 x = 1.

(3.7)

For studying the dynamics at the critical point, an appropriate mathematical tool is provided by the bifurcation
theory [40]. In this framework, the nonlinear equations simplify such that the critical coupling αc, where the nontrivial
solution of the gap equation bifurcates away from the trivial one, can be evaluated. Explicitly, applying bifurcation
theory amounts to linearizing the Eqs. (3.3), (3.4), i.e. neglecting the quadratic (and higher order) terms. Further,
we also set A = 1 in the variable z, such that z = |�k|/|�p − �k|. Assuming A(�p) = A(p) , we have (with the notation
k = |�k|):

A(p) = 1 +
e2

vF ε

1

�p 2

�
d2�k

(2π)2
�p ·�k

k |�p− �k|
J (z, g) , (3.8)

with J(z, g) given by Eq. (3.7). We notice that around the critical point the integral equation for the function A has
decoupled from the mass function, such that we only need to calculate the integral on the right hand side of Eq. (3.8).
With this solution at hand, we will then return to Eq. (3.4) and evaluate numerically the critical coupling.
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Figure 2 | Probing graphene’s electronic spectrum through SdHO. a, Symbols show examples of the T dependence of SdHO for n≈ +1.4 and
−7.0× 1010 cm−2 for electrons and holes, respectively. The dependence is well described by the Lifshitz–Kosevich formula (solid curves). The dashed
curves are the behaviour expected for vF = v∗

F (in the matching colours). The inset shows a scanning electron micrograph of one of our devices. The vertical
graphene wire is ≈2 µmwide and suspended above an oxidized Si wafer attached to Au/Cr contacts. Approximately half of the 300-nm-thick SiO2 was
etched away underneath the graphene structure. b,mc as a function of kF for the same device.m0 is the free-electron mass. It is the exponential
dependence of the SdHO amplitude onmc that enables high accuracy of the cyclotron-mass measurements. The error bars indicate maximum and
minimum values ofmc that could fit data such as in a. The dashed curves are the best linear fitsmc ∝ n1/2 at high and low n. The dotted line is for the
standard value of vF = v∗

F . Graphene’s spectrum renormalized owing to e–e interactions is expected to result in the dependence shown by the solid curve.
c,mc re-plotted in terms of varying vF. The colour scheme is to match the corresponding data in b.

described previously16–18. After current annealing, our devices
exhibited record mobilities µ ∼ 1,000,000 cm2 Vs−1, and charge
homogeneity δn was better than 109 cm−2 such that we observed
the onset of SdHO in magnetic fields B ≈ 0.01 T and the first
quantum Hall plateau became clearly visible in B below 0.1 T
(see Supplementary Information). To extract the information
about graphene’s electronic spectrum, we employed the following
routine. SdHO were measured at various B and n as a function of
temperature (T ). Their amplitude was then analysed by using the
standard Lifshitz–Kosevich formula T/sinh(2π2Tmc/h̄eB), which
holds for the Dirac spectrum19 and enables us to find the effective
cyclotron mass mc at a given n. This approach was previously
employed for graphene on SiO2, and it was shown that, within
experimental accuracy and for a range of n∼1012 cm−2,mc was well
described by dependence mc = h̄(πn)1/2/v∗

F , which corresponds to
the linear spectrum11,12.With respect to the earlier experiments, our
suspended devices offer critical advantages. First, in the absence of
a substrate, interaction-induced spectral changes are expected to be
maximal because no dielectric screening is present. Second, the high
quality of suspended graphene has enabled us to probe its spectrum
over a very wide range of n, which is essential as the spectral changes
are expected to be logarithmic in n. Third, owing to low δn, we can
approach theDirac pointwithin a fewmillielectronvolts. This low-E
regime, in which a major renormalization of the Dirac spectrum is
expected, has previously been inaccessible.

Figure 2a shows examples of the T dependence of the SdHO
amplitude at low n (for details, see Supplementary Information).
The curves are well described by the Lifshitz–Kosevich formula but
the inferred mc are half those expected if we assume that vF retains
its conventional value v∗

F . To emphasize this profound discrepancy
with the earlier experiments, the dashed curves in Fig. 2a plot
the T dependence expected under the assumption vF = v∗

F . The
SdHO would then have to decay twice as fast with increasing T ,
which would result in a qualitatively different behaviour of the
SdHO. From the measuredmc we find vF ≈ 1.9 and 2.2×106 m s−1

for the higher and lower |n| in Fig. 2a, respectively. We have
carried out measurements of mc as in Fig. 2a for many different
n, and the extracted values are presented in Fig. 2b for one of the
devices. For the linear spectrum, mc is expected to increase linearly
with kF = (πn)1/2. In contrast, the experiment shows a superlinear

behaviour. Trying to fit the curves in Fig. 2b with the linear
dependence mc(kF), we find vF ≥ 2.5× 106 m s−1 at n< 1010 cm−2

and ≤1.5× 106 m s−1 for n > 2× 1011 cm−2, as indicated by the
dashed lines. The observed superlinear dependence of mc can be
translated into vF varying with n. Figure 2c replots the data in
Fig. 2b in terms of vF = h̄(πn)1/2/mc, which shows a diverging-like
behaviour of vF near the neutrality point. This sharp increase in
vF (by nearly a factor of three with respect to v∗

F ) contradicts to
the linear model of graphene’s spectrum but is consistent with the
spectrum reshaped by e–e interactions (Fig. 1).

The data for mc measured in four devices extensively studied
in this work are collected in Fig. 3 and plotted on a logarithmic
scale for both electrons and holes (no electron–hole asymmetry
was noticed). The plot covers the experimental range of |n| from
109 to nearly 1012 cm−2. All the data fall within the range marked
by the two dashed curves that correspond to constant vF = v∗

F
and vF = 3 × 106 m s−1. We can see a gradual increase in vF as
n increases, although the logarithmic scale makes the observed
threefold increase less dramatic than in the linear presentation of
Fig. 2c. Note that, even for the highest n in Fig. 3, the measured
mc do not reach the values expected for vF = v∗

F and are better
described by vF ≈ 1.3v∗

F . This could be due to the fact that the
highest n values we could achieve for suspended graphene were
still within a sub-1012 cm−2 range, in which some enhancement in
vF was reported for graphene on SiO2 (refs 14,15). Alternatively,
the difference could be due to the absence of a substrate in our
case. To find out which of the effects dominates, we have studied
high-µ devices made from graphene deposited on boron nitride20,21
(its dielectric constant ε is close to that of SiO2) and found that
mc in the range of n between ≈ 0.1 and 1 × 1012 cm−2 is well
described by vF ≈ v∗

F (Supplementary Information). This indicates
that the observed difference in mc at high n in Fig. 3 with respect
to the values expected for v∗

F is likely to be due to the absence
of dielectric screening in suspended graphene, which maximizes
the interaction effects.

To explain the observed changes in vF, let us first note that, in
principle, not only e–e interactions but also other mechanisms such
as electron–phonon coupling and disorder can lead to changes in
vF. However, the fact that the increase in vF is observed over such
a wide range of E rules out electron–phonon mechanisms, whereas
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