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(a) Graphical representation of the Hubbard model. Two of many proposed phase diagrams of the model at intermediate
interaction strength, at finite (b) and zero temperature (c). Note (see Sec. 2) that (b) and (c) are mutually inconsistent,
that in (b) charge ordered phases are missing and the precise location of phases and boundaries are hotly debated. In (c)
the ground state in the large doped region is Fermi liquid-like with an instability towards pairing through the
Kohn-Luttinger e↵ect (33).

Despite these radical simplifications, the model has proven itself as a powerful tool for

investigating correlated electron physics. On one hand, its relevance to cuprate physics has

provided an early motivation for studying the model’s phase diagrams and ground states.

On the other hand, its simplicity has made it an ideal target for early quantum simulators,

where many-body phenomena can be investigated without the complication of many of the

e↵ects present in realistic condensed matter systems.

Theoretically, the presence of metallic, insulating, ferro- and antiferromagnetic, super-

conducting, and charge-ordered phases in a model with very few parameters has proven an

appealing testbed for new analytical methods. However, it became apparent early on that

the standard analytical toolkit of condensed matter theory was insu�cient to describe this

rich physics to the desired accuracy, and that sophisticated numerical methods would have

to be used instead (83). This led to the development of a wide range of numerical tools based

on many di↵erent approximations and approaches (152, 224), including diagonalization, di-

agrammatics, tensor network, variational, series expansion, Monte Carlo, and embedding

methods. While di↵erent approaches often led to di↵erent answers in earlier years, the

situation has significantly improved more recently. Thanks to algorithmic advances and an

increase of computing power, several methods have started to reproduce consistent results,

leading to a growing consensus on various aspects of the Hubbard model.

1.1. Purpose and structure of this article

In this article we review the recent progress in solving the Hubbard model from a computa-

tional perspective. We highlight results in which consensus has been reached among several

numerical approaches and identify open challenges and their prospect of being resolved in
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The Hubbard model as paradigm model

Generalizations and extensions:

-  other lattice geometries (in particular honeycomb, triangular, Kagome)

-  attractive Hubbard model

-  multi-orbital models

-  models with non-local interactions
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1. Introduction

The Hubbard model is one of the simplest models of interacting fermions on a lattice. The

model describes a fermion system with hopping term t and interaction strength U with

Hamiltonian

H = �t
X

hiji�

⇣
ĉ†
i�

ĉ
j�

+ h.c.
⌘
+ U

X

i

n̂
i"n̂i# 1.

where i and j denote sites on a lattice; � =", # enumerates two spin species, ĉ and ĉ†

annihilate and create particles, and n̂ = ĉ†ĉ. Sometimes next-nearest neighbor hoppings

t0 are also included. Physical observables and phase diagrams are typically examined as a

function of temperature, chemical potential (or, correspondingly, density), or (staggered)

magnetic field. In this form, the model goes back to papers by Hubbard (110), Kanamori

(130), and Gutzwiller (89). As already noted by these authors, the model is a sketch of

nature in that it emphasizes electron correlation physics caused by local interactions in a

single orbital, while phenomena due to non-local interactions, band structure, or e↵ects

between multiple orbitals are not directly contained.

2 Qin et al.

represents the fundamental model for interacting quantum systems 

and electronic correlations

Reviews appeared in ARCMP: Arovas et al. (2021), and from a computational perspective: Qin et al. (2021) 
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Numerical results for ground-state and excited-state properties (energies, double occupancies, and
Matsubara-axis self-energies) of the single-orbital Hubbard model on a two-dimensional square lattice are
presented, in order to provide an assessment of our ability to compute accurate results in the
thermodynamic limit. Many methods are employed, including auxiliary-field quantum Monte Carlo, bare
and bold-line diagrammatic Monte Carlo, method of dual fermions, density matrix embedding theory,
density matrix renormalization group, dynamical cluster approximation, diffusion Monte Carlo within a
fixed-node approximation, unrestricted coupled cluster theory, and multireference projected Hartree-Fock
methods. Comparison of results obtained by different methods allows for the identification of uncertainties
and systematic errors. The importance of extrapolation to converged thermodynamic-limit values is
emphasized. Cases where agreement between different methods is obtained establish benchmark results
that may be useful in the validation of new approaches and the improvement of existing methods.
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I. INTRODUCTION

The “many-electron problem” of providing a useful and
sufficiently accurate calculation of the properties of

systems of large numbers of interacting electrons is one
of the grand scientific challenges of the present day.
Improved solutions are needed both for the practical
problems of materials science and chemistry and for the
basic science questions of determining the qualitative
behaviors of interacting quantum systems.
While many problems of implementation arise, including

calculation of the multiplicity of orbitals and interaction
matrix elements needed to characterize real materials, the
fundamental difficulties are that the dimension of the
Hilbert space needed to describe an interacting electron
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First, we discuss the DCA results in Fig. 3; in this
particle-hole symmetric parameter regime, the impurity
solvers have no sign problem, and have cubic complexity,
meaning that reliable results can be obtained on relatively
large clusters and that the Monte Carlo errors (here, on the

order of 10−3) can be systematically reduced with addi-
tional computation. Thermodynamic-limit data are
obtained from the 1=Nc extrapolation. Computational
scaling towards low temperatures results in an increase
of uncertainty for fixed computational time, and this is
reflected in the uncertainty in the extrapolated values. At
T=t ¼ 0.5, our results agree within error bars with high-
temperature series and lattice Monte Carlo data (see
Ref. [114]).
The results of a DF calculation are shown at T=t ¼ 0.5

(lower T data are not available). The DF technique neglects
vertex functions of higher order than two-particle vertices.
Furthermore, at the two-particle level, we sum only a ladder
series in the spin and charge channels. Despite these
approximations, we see that the DF technique provides
an energy which falls on top of that of the extrapolated
thermodynamic-limit DCA result.
Results from a variety of algorithms are available at zero

temperature. Figure 4 presents an expanded view of the T ¼
0 results, with the energy on the vertical axis and data for
each method offset in the x axis. Note that in some cases, the
thermodynamic-limit results are further offset for clarity.
We start our discussion of zero-T results with a

Monte Carlo technique, AFQMC, which is extrapolated
to the thermodynamic limit. In this case, finite-size results
are averaged over twisted-boundary conditions, which
allows a smooth and rapid convergence to the thermody-
namic limit. These results, obtained at half filling from
Monte Carlo, are unbiased and therefore expected to be
exact within a quoted uncertainty of "0.0002t.
DMRG results on cylinders of infinite length but finite

width of 3, 4, 5, and 6 for 45° rotated systems and width of
4 and 6 for nonrotated systems are shown. All the finite-size
data are after phase averaging, showing only very weak
finite-size effects so that an extrapolation to the thermo-
dynamic limit is feasible. In this case, the estimation of
uncertainty (as discussed in Sec. III F) contains the uncer-
tainty of each extrapolation and the difference between the
two orientations (rotated and nonrotated), both of which are
on the order of 10−4t. The resulting energy is close to, but
slightly outside of, the AFQMC results. This extrapolation
issue was discussed in more detail in Sec. IVA.
For DMET, we show results obtained for finite clusters of

size 2 × 2, 4 × 2, 8 × 2, and 4 × 4. The thermodynamic
limit is obtained by extrapolating the 2 × 2, 4 × 2, and 4 × 4
clusters in 1=

ffiffiffiffiffiffi
Nc

p
. Errors from the solution of the finite

impurity are on the order of 10−4t. DMET cluster-size
convergence is slower at largeU; thus,U=t ¼ 8 corresponds
to the largest half-filling DMET error bar discussed here.
The total thermodynamic-limit uncertainty is estimated to be
0.001t and comes entirely from the thermodynamic-limit
extrapolation. The lower end of the DMET error bar lies at
the average of the DMRG and AFQMC estimates.
For the FN technique, a diffusion Monte Carlo calcu-

lation based on the nodal structure of a trial wave function
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FIG. 3. Temperature dependence of the energy for n ¼ 1 for
U=t ¼ 8 obtained by DCA (black circles) and DF (red cross) and
compared to zero-temperature results compiled from various
techniques. Solid symbols represent finite systems; open symbols
represent extrapolations to the TL.
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FIG. 4. Thermodynamic-limit ground-state energy for n ¼ 1
for U=t ¼ 8 as obtained by various algorithms (open symbols).
Also shown are the finite-size systems (filled symbols with
adjacent labels) from which the TL ground-state energy was
obtained. Data are from AFQMC (red crosses), DMET (blue
triangles), UCCSD (maroon diamonds), MRPHF (purple trian-
gles), DMRG (orange squares), and FN (green triangles).
Horizontal thin dotted lines show the best estimates for the
ground-state energy.
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Conclusion:

-  all methods have difficulty in physically interesting intermediate coupling   
   regime, close to half-filling 

-  understanding of dynamical correlation functions much less advanced than
   of ground-state properties

“Development of new methods, or improvement of existing methods  
  to deal with this regime, is urgently needed.” 

seem to be most severe.



Recent reviews on numerical results (II)

application of TPSC+ is actually presented, but its appli-
cability has yet to be explored more widely. Obvious
limitations of quantum cluster theories are the cluster sizes
that they can reach, which have to be compared to the
correlation length—a very demanding criterion in the
present case, as will be shown later.

C. Definition of the model, the role of the van Hove
singularity, and nesting

We consider the single-band Hubbard model defined by
the following Hamiltonian:

H ¼ −t
X

hiji;σ
c†iσcjσ þU

X

i

ni↑ni↓; ð1Þ

where t is the (nearest-neighbor) hopping amplitude, hiji
denotes summation over nearest-neighbor lattice sites, σ ∈
f↑;↓g is the electron’s spin, U is the strength of the (purely
local) Coulomb interaction, and niσ ¼ c†iσciσ is the spin-
resolved number operator. Throughout the paper, all energies
are given in units of t ¼ 1. Furthermore, we set ℏ ¼ 1 and
kB ¼ 1. We consider the case ofU ¼ 2 (usually regarded as
weak coupling) at half-filling n ¼ hn↑ þ n↓i ¼ 1, corre-
sponding to a chemical potential of μ ¼ U=2 ¼ 1 and the
simple square lattice, resulting in the following dispersion
relation for the electrons (lattice constant a ¼ 1):

εk ¼ −2½cosðkxÞ þ cosðkyÞ&: ð2Þ

The particular form of the dispersion and the case of half-
filling leads to a very peculiar diamond-shaped Fermi
surface, already resulting in an interesting behavior without
interactions present: (i) It exhibits a (“perfect”) nesting by
the momentum vector Q ¼ ðπ; πÞ, which connects every
Fermi-surface point to another respective one (see Fig. 1),
leading to an enhanced susceptibility at q ¼ Q; and (ii) the
momenta around the (stationary) antinodal Fermi-surface
point kAN ¼ ðπ; 0Þ imply a logarithmic divergence in the
density of states ρ0ðεÞ at the Fermi level (van Hove
singularity, Fig. 1), leading to a larger scattering phase
space than at the nodal point kN ¼ ðπ=2; π=2Þ.
Furthermore, because we consider only nearest-neighbor
hopping, the diamond-shaped Fermi surface displays per-
fect nesting by the whole family of wave vectors of the
form ðqx;'qxÞ, with consequences for the nature of the
metallic regime.

D. Organization of this article

This article is organized as follows: In Sec. II, we
describe the different physical regimes encountered in this
model as a function of temperature, using results from our
two benchmarks methods (DiagMC and DQMC). In
Sec. III, we discuss dynamical mean-field theory, which
serves as a starting point for several approximate methods

considered in this article. In Sec. IV, we discuss the
calculation of single-particle properties using all the differ-
ent methods introduced above. In Sec. V, we discuss the T
dependence of the double occupancy and its physical
significance. In Sec. VI, we discuss two-particle response
functions and the T dependence of the magnetic correlation
length. In Sec. VII, we discuss the implications of our
computational results for the physics of spin fluctuations in
this model. Finally, a discussion and conclusions are
provided in Sec. VIII. A number of Appendixes present
more technical points as well as details of the different
methods. In the Supplemental Material [45] we provide all
the numerical data used in the figures of the main text.

II. QUALITATIVE DESCRIPTION: PHYSICAL
REGIMES AND CROSSOVERS

Before presenting detailed results from a variety of
many-body approaches in Secs. III–VI, in this section
we sketch the overall physical picture that emerges from
this study in Fig. 2 (see also Refs. [47–49]). The left panel
indicates, in a schematic manner, the key crossover scales
that delimit different physical regions as a function of
temperature T, for a given value of U. Our quantitative
study focuses on U ¼ 2, but the qualitative statements
made here are expected to apply throughout the weak- to
intermediate-coupling regime (see, e.g., Ref. [50] for a

(a) (b)

(c)

FIG. 1. (a) Momentum distribution of the (noninteracting)
dispersion relation of the simple square lattice, Eq. (2), for
t ¼ 1 throughout the first Brillouin zone. The Fermi surface of the
half-filled system (μ ¼ 0) is diamond shaped (bold black); the
black arrows indicate the nesting vectors, mutually connecting
Fermi-surface points. (b) Corresponding (particle-hole symmet-
ric) density of states (DOS) as a function of energy ρ0ðεÞ. Here,
ε ¼ 0 corresponds to half-filling. (c) Value of the dispersion
relation along a high-symmetry path exhibiting a plateau around
ðπ; 0Þ, leading to a vanishing Fermi velocity vF.
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half-filled Hubbard model at weak coupling as testing ground 

→ comparative study of state-of-the-art quantum many-body methods:
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1Collège de France, 11 place Marcelin Berthelot, 75005 Paris, France
2CPHT, CNRS, École Polytechnique, Institut Polytechnique de Paris,

Route de Saclay, 91128 Palaiseau, France
3Max-Planck-Institut für Festkörperforschung, Heisenbergstraße 1, 70569 Stuttgart, Germany

4Center for Computational Quantum Physics, Flatiron Institute,
162 Fifth Avenue, New York, New York 10010, USA

5Department of Physics, College of William and Mary, Williamsburg, Virginia 23187, USA
6Institut für Theoretische Physik and Center for Quantum Science,

Universität Tübingen, Auf der Morgenstelle 14, 72076 Tübingen, Germany
7Institute of Solid State Physics, TU Wien, A-1040 Vienna, Austria

8Institut für Theoretische Festkörperphysik, RWTH Aachen University, 52074 Aachen, Germany
9Department of Physics and Physical Oceanography, Memorial University of Newfoundland,

St John’s, Newfoundland and Labrador, Canada, A1B 3X7
10I. Institute of Theoretical Physics, Department of Physics, University of Hamburg,

Jungiusstrasse 9, 20355 Hamburg, Germany
11European X-Ray Free-Electron Laser Facility, Holzkoppel 4, 22869 Schenefeld, Germany

12Départment de Physique, Institut Quantique and RQMP, Université de Sherbrooke,
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The Hubbard model represents the fundamental model for interacting quantum systems and electronic
correlations. Using the two-dimensional half-filled Hubbard model at weak coupling as a testing ground,
we perform a comparative study of a comprehensive set of state-of-the-art quantum many-body methods.
Upon cooling into its insulating antiferromagnetic ground state, the model hosts a rich sequence of
distinct physical regimes with crossovers between a high-temperature incoherent regime, an inter-
mediate-temperature metallic regime, and a low-temperature insulating regime with a pseudogap created
by antiferromagnetic fluctuations. We assess the ability of each method to properly address these
physical regimes and crossovers through the computation of several observables probing both
quasiparticle properties and magnetic correlations, with two numerically exact methods (diagrammatic
and determinantal quantumMonte Carlo methods) serving as a benchmark. By combining computational
results and analytical insights, we elucidate the nature and role of spin fluctuations in each of these
regimes. Based on this analysis, we explain how quasiparticles can coexist with increasingly long-
range antiferromagnetic correlations and why dynamical mean-field theory is found to provide a
remarkably accurate approximation of local quantities in the metallic regime. We also critically
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Yan Wang,12 Aaram J. Kim ,13 Evgeny Kozik ,13 Evgeny A. Stepanov ,10 Anna Kauch ,7 Sabine Andergassen ,6

Philipp Hansmann ,14,15 Daniel Rohe ,16 Yuri M. Vilk,12 James P. F. LeBlanc ,9 Shiwei Zhang ,4,5

A.-M. S. Tremblay ,12 Michel Ferrero ,1,2 Olivier Parcollet ,4,17 and Antoine Georges 1,2,4,18
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half-filled Hubbard model at weak coupling as testing ground 

→ comparative study of state-of-the-art quantum many-body methods:

- benchmark methods (dQMC)

- (dynamical) mean-field methods

- cluster extensions of DMFT

- vertex-based extensions of DMFT

- other approaches (TPSC, fRG, PA)

U=2

regime. At intermediate temperatures 1=5≳ T ≳ 1=12.5≃
TDMFT
Néel , we find a correlation length that appears to increase

exponentially to a good approximation, with values ξðT ¼
1=5Þ ≃ 2 reaching ξðT ¼ 1=13Þ ≃ 10. This result is some-
what surprising since this regime is metallic with quasi-
particles that become more coherent as the temperature is
lowered, at least in the nodal region. We further discuss the
physical significance of this finding in Sec. VII by
comparing to spin-fluctuation theories. All methods repro-
duce this intermediate exponential regime qualitatively. On
the quantitative level, excellent agreement is found between
the benchmark DiagMC and, especially, DF and DB
throughout this regime. We also note very good agreement
for the determination of the correlation length with DMFT
and TPSC+ down to T ≃ 1=10. Most other methods (DΓA,
the various variants of TRILEX, and the PA) also provide a
satisfactory determination of the susceptibility and corre-
lation length in this intermediate regime.
The low-temperature insulating regime T ≲ 1=12.5 ≃

TDMFT
Néel is challenging to probe with current state-of-the-

art benchmark methods. The DΓA results down to T ¼
1=20 are consistent with the exponential growth of the
correlation length [47,51], expected from the low-energy
description of the spin degrees of freedom by a nonlinear
sigma model once a charge (pseudo)gap opens up. We note
significant discrepancies between the different approximate
methods available in this regime, however. The growth rate
of this exponential regime appears to be different (and
faster) than the one in the intermediate-T metallic regime, a
finding that will have to be confirmed in future work by
exact computational methods when they become capable of
reaching lower temperatures.

VII. INSIGHTS INTO THE NATURE AND ROLE
OF SPIN FLUCTUATIONS

In this section, we provide understanding into the
physical nature of the different regimes highlighted above,
especially the metallic regime and the (pseudo)gapped
insulating regime. We focus, in particular, on the nature
and role of spin fluctuations. We explore whether spin-
fluctuation theory of the weak-coupling type is able to

qualitatively describe the various regimes: This analysis
also provides analytical insights into the physics of these
different regimes. In particular, we focus on the following
key questions:

(i) What is the physical mechanism for opening the
pseudogap at low temperature?

(ii) What are the implications of the growing antiferro-
magnetic correlation length upon cooling for the
coherence of quasiparticles in the metallic regime?

(iii) To what extent can this metallic regime be charac-
terized as a Fermi liquid?

A. Weak-coupling spin-fluctuation theory

In this subsection, we interrogate weak-coupling spin-
fluctuation theory and ask whether it provides a satisfactory
description of the behavior of the self-energy, at least on a
qualitative level, in the different regimes of temperature.
This analysis will also provide guidance throughout the rest
of this section in identifying which fluctuations contribute
most to the self-energy.
In the simplest version of spin-fluctuation theory, the

self-energy can be expressed as (omitting the Hartree term)

ΣSFðk;iωnÞ

¼g2T
Z

d2q
ð2πÞ2

X

Ωn

Gðkþq;iωnþ iΩnÞχðq;iΩnÞ: ð12Þ

In this expression, χðq; iΩnÞ is the momentum- and
frequency-dependent spin susceptibility, and Gðk; iωnÞ is
the (lattice) Green function. In the following, we always
choose G ¼ G0 to be the noninteracting Green function;
see the end of Sec. VII B for comments about the draw-
backs of self-consistent schemes.
The coupling constant g in Eq. (12) characterizes the

coupling between electrons and the spin collective modes.
It is renormalized as compared to its bare value as U
increases. In the following, we are more interested in asking
whether weak-coupling spin-fluctuation theory qualita-
tively captures the different regimes than in quantitative
statements. However, when a comparison is attempted, a
value of g has to be chosen. For example, in the version of

FIG. 16. Magnetic correlation lengths ξ extracted from the magnetic susceptibility as a function of (inverse) temperature for various
methods on a logarithmic scale.
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study of the evolution to higher couplings). As the system is
cooled down from high temperature, we observe several
regimes with qualitatively different physical properties (a
quantitative criterion for the onset of these scales will be
given at the end of the section).
At high temperature, thermal fluctuations prevent the

formation of long-lived quasiparticles: This regime can be
thought of as an “incoherent soup” of fermions above their
degeneracy temperature and is depicted as the red shaded
area ① in Fig. 2. Cooling the system progressively extin-
guishes these thermal fluctuations, leading to increased
coherence in the single-particle spectrum and the appearance
of long-lived quasiparticles. Here and below, we use the term
“quasiparticle” in a general and somewhat loose sense of a
dispersing single-particle excitation with a “long enough”
lifetime. For the specific model at hand, because of perfect
nesting, thequasiparticles donot obeyLandau’s Fermi-liquid
theory, however: This case is discussed in more detail in
Sec. VII C 3. At the node, this quasiparticle coherence scale
TN
QP corresponds to the temperature at which the thermal de

Broglie wavelength v!F=ðπTÞ along the nodal direction
becomes larger than the lattice spacing, with v!F being the
effective Fermi velocity renormalized by interactions. The
metallic regime is depicted as region ③ (light blue) in Fig. 2.
The crossover scale associated with the passage from

region ① to region ③ is not the same all along the Fermi
surface, however. Because of the van Hove singularity
stemming from the antinodal points of the Fermi surface
such as ðπ; 0Þ (see Sec. I C), the coherence temperature TN

QP
at the nodal point kN ¼ ðπ=2; π=2Þ is higher than the
coherence temperature at the antinodal point TAN

QP < TN
QP.

This differentiation defines an extended crossover region ②
in which the system is coherent near the nodes but still

incoherent near the antinodes (orange shaded area in
Fig. 2). Although further lowering the temperature in the
metallic regime ③ initially results in freezing out thermal
fluctuations and hence in an increase of the quasiparticle
lifetime, this does not persist down to the lowest temper-
ature. Indeed, antiferromagnetic correlations develop as T
is lowered, with an exponentially growing correlation
length, eventually diverging at T ¼ 0 when the ground
state with antiferromagnetic long-range order is reached.
In this low-T regime, long-wavelength antiferromagnetic

fluctuations (Slater paramagnons) lead to an enhancement
of the quasiparticle scattering rate upon cooling and to the
formation of a pseudogap in the single-particle spectrum,
which evolves into a sharp gap in the Slater-like insulator at
T ¼ 0 [20]. Once again, the crossover temperature T!
corresponding to the suppression of coherence and the
opening of the pseudogap is not uniform along the Fermi
surface: It is larger at the antinodes where the destruction of
coherence occurs first upon cooling and smaller at the
nodes: TN

! < TAN
! . Hence, in the dark-blue shaded area ④

where TN
! < T < TAN

! , one has a partially (pseudo)gapped
Fermi surface. Eventually, all states of the Fermi surface are
suppressed by antiferromagnetic fluctuations for T < TN

! ,
resulting in a fully open pseudogap everywhere on the
Fermi surface (purple shaded area ⑤). Let us stress again
that long-range antiferromagnetic order and a true gap only
set in at T ¼ TNéel ¼ 0 as a consequence of the Mermin-
Wagner theorem [21,22].
Since all the temperature scales described above corre-

spond to crossovers, an appropriate criterion must be
defined to identify and quantify them. These scales mostly
refer to the presence or absence of characteristic spectral
features in the single-particle properties, and hence, an

FIG. 2. Left panel: schematic phase diagram of the two-dimensional Hubbard model on a simple square lattice in the weak-coupling
regime around U ¼ 2t. Here, TN

QP and TAN
QP denote the onset of coherence at the nodal k ¼ ðπ=2; π=2Þ (triangle) and antinodal

k ¼ ðπ; 0Þ (dot) Brillouin zone points, respectively. The onset of the (pseudo)gap at the antinode and node is denoted by TAN
! and TN

! ,
respectively. Right panels: qualitative sketches of the imaginary parts of the self-energy on the Matsubara axis (extracted from DΓA
calculations) for temperatures corresponding to the colors given in the phase diagram.
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The Hubbard model represents the fundamental model for interacting quantum systems and electronic
correlations. Using the two-dimensional half-filled Hubbard model at weak coupling as a testing ground,
we perform a comparative study of a comprehensive set of state-of-the-art quantum many-body methods.
Upon cooling into its insulating antiferromagnetic ground state, the model hosts a rich sequence of
distinct physical regimes with crossovers between a high-temperature incoherent regime, an inter-
mediate-temperature metallic regime, and a low-temperature insulating regime with a pseudogap created
by antiferromagnetic fluctuations. We assess the ability of each method to properly address these
physical regimes and crossovers through the computation of several observables probing both
quasiparticle properties and magnetic correlations, with two numerically exact methods (diagrammatic
and determinantal quantumMonte Carlo methods) serving as a benchmark. By combining computational
results and analytical insights, we elucidate the nature and role of spin fluctuations in each of these
regimes. Based on this analysis, we explain how quasiparticles can coexist with increasingly long-
range antiferromagnetic correlations and why dynamical mean-field theory is found to provide a
remarkably accurate approximation of local quantities in the metallic regime. We also critically
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18DQMP, Université de Genève, 24 Quai Ernest Ansermet, CH-1211 Genève, Switzerland
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Yan Wang,12 Aaram J. Kim ,13 Evgeny Kozik ,13 Evgeny A. Stepanov ,10 Anna Kauch ,7 Sabine Andergassen ,6

Philipp Hansmann ,14,15 Daniel Rohe ,16 Yuri M. Vilk,12 James P. F. LeBlanc ,9 Shiwei Zhang ,4,5

A.-M. S. Tremblay ,12 Michel Ferrero ,1,2 Olivier Parcollet ,4,17 and Antoine Georges 1,2,4,18
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The Hubbard model represents the fundamental model for interacting quantum systems and electronic
correlations. Using the two-dimensional half-filled Hubbard model at weak coupling as a testing ground,
we perform a comparative study of a comprehensive set of state-of-the-art quantum many-body methods.
Upon cooling into its insulating antiferromagnetic ground state, the model hosts a rich sequence of
distinct physical regimes with crossovers between a high-temperature incoherent regime, an inter-
mediate-temperature metallic regime, and a low-temperature insulating regime with a pseudogap created
by antiferromagnetic fluctuations. We assess the ability of each method to properly address these
physical regimes and crossovers through the computation of several observables probing both
quasiparticle properties and magnetic correlations, with two numerically exact methods (diagrammatic
and determinantal quantumMonte Carlo methods) serving as a benchmark. By combining computational
results and analytical insights, we elucidate the nature and role of spin fluctuations in each of these
regimes. Based on this analysis, we explain how quasiparticles can coexist with increasingly long-
range antiferromagnetic correlations and why dynamical mean-field theory is found to provide a
remarkably accurate approximation of local quantities in the metallic regime. We also critically

*t.schaefer@fkf.mpg.de

Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI.

PHYSICAL REVIEW X 11, 011058 (2021)

2160-3308=21=11(1)=011058(53) 011058-1 Published by the American Physical Society

Recent reviews on numerical results (II)
the double occupancy agrees well with the benchmark,
although it does not open the pseudogap.

b. fRG

The characteristic scale-dependent behavior of numerous
strongly correlated electron systems can be treated in a
flexible and unbiased way by the functional renormalization
group (fRG); see Refs. [37,266–268] for a review (see also
Refs. [269–272] for the context of thepseudogap). Its starting
point is an exact functional flow equation, which yields the
gradual evolution from a microscopic model action to the
final effective action as a function of a continuously

decreasing energy scale. Expanding in powers of the fields,
one obtains an exact hierarchy of flow equations for the
n-particle irreducible vertex functions, which, in practical
implementations, is truncated at the two-particle level.
Neglecting the renormalization of three- and higher-order
particle vertices yields approximate one-loop flow equations
for the self-energy and two-particle vertex [273].
The underlying approximations are devised for the weak

to moderate coupling regimes. A substantial improvement
with respect to previous fRG-based computation schemes
relies on an efficient parametrization of the two-particle
vertex, where we combine the so-called “truncated unity”
fRG [274–276] using the channel decomposition in

FIG. 38. Results from TPSC, TPSC+, and TPSCþ GG.

FIG. 39. Comparison of the imaginary parts of the self-energies at the antinode (upper panel) and node (lower panel) as a function of
Matsubara frequencies calculated by using the scale derivative of the Schwinger-Dyson equation (fRG, left panels, presented in the main
text) and by the conventional self-energy flow [fRG (conv.), middle panels]. In contrast to the results shown in Figs. 10 and 11, the
reduced renormalization of the self-energy in fRG (conv.) leads to an enhanced spin susceptibility Reχspðq ¼ ðπ; πÞ; iΩ0Þ (right upper
panel) and correlation length ξ (lower right panel). The self-energy implementation in the conventional flow does not capture the
pseudogap opening.
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obvious observable would be the momentum- and energy-
resolved spectral function Aðk;ωÞ ¼ −ð1=πÞImGðk;ωþ
i0þÞ and the corresponding self-energy as a function of real
frequencyω (see also Appendix B and Ref. [51]). However,
as all the methods considered in the following are formu-
lated on the Matsubara (imaginary) frequency axis, a much
more practical criterion can be obtained via the imaginary
frequency dependence of the (imaginary part of the)
momentum-resolved self-energy ImΣðk; iωnÞ, which is

consistent with previous work [47,48,52]. Representative
results for this quantity in the five different regimes
discussed above are displayed in the right panel of
Fig. 2. At high temperature, the thermal fluctuations lead
to a divergent behavior of ImΣðk; iωnÞ at low frequencies.
Thus, TQP can be defined as the temperature where this
divergent behavior is eased, i.e., when the slope between
the first and second Matsubara frequencies changes sign
and becomes negative [47,48,52]. In the metallic regime

TABLE I. Temperature scales discriminating the regions ①–⑤ of Fig. 2 calculated using various many-body
techniques.

Method TN
QP TAN

QP TAN
% TN

% TNéel

DiagMC 0.42 0.35 0.065 0.0625 0
DQMC 0.42 0.35 0.065 0.0625 0

MFT ∞ ∞ 0.2 0.2 0.2
DMFT 0.45 0.45 0.08 0.08 0.08
DCA, Nc ¼ 128 (PM enforced) 0.42 0.35 & & & & & & & & &
CDMFT, Nc ¼ 64 (PM enforced) 0.45 0.42 & & & & & & see Sec. VI
CDMFT þ CFE, Nc ¼ 64 (PM enforced) 0.42 0.35 & & & & & & see Sec. VI

DΓA (ladder) 0.42 0.35 0.065 0.059 0 [51,53,54]
DF (ladder) 0.44 0.37 0.062 0.06 0 (& & &)
DB (single-shot) 0.42 0.35 <0.07 <0.07 0 (& & &)
TRILEX 0.44 0.35 <0.055 <0.055 0 (& & &)
TRILEX, Λ2 0.44 0.35 <0.055 <0.055 0 (& & &)
TRILEX, Nc ¼ 2 0.44 0.35 <0.055 <0.055 0 (& & &)
TRILEX, Nc ¼ 4 0.44 0.35 <0.055 <0.055 0 (& & &)
TPSC 0.42 0.29 0.13 0.1 0
TPSC+ 0.44 0.37 0.07 <0.07 0

fRG (one-loop Katanin) 0.42 0.35 0.08 & & & [55–59] >0 [55,60–62]
PA 0.44 0.37 <0.05 <0.05 0 [60–62]

FIG. 3. Imaginary part of the self-energy for the antinode (upper row) and node (lower row) as a function of Matsubara frequencies for
the two numerically exact techniques, DiagMC (left panels) and DQMC (right panels). Note that the error bars may be of the order of the
marker size.
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application of TPSC+ is actually presented, but its appli-
cability has yet to be explored more widely. Obvious
limitations of quantum cluster theories are the cluster sizes
that they can reach, which have to be compared to the
correlation length—a very demanding criterion in the
present case, as will be shown later.

C. Definition of the model, the role of the van Hove
singularity, and nesting

We consider the single-band Hubbard model defined by
the following Hamiltonian:

H ¼ −t
X

hiji;σ
c†iσcjσ þU

X

i

ni↑ni↓; ð1Þ

where t is the (nearest-neighbor) hopping amplitude, hiji
denotes summation over nearest-neighbor lattice sites, σ ∈
f↑;↓g is the electron’s spin, U is the strength of the (purely
local) Coulomb interaction, and niσ ¼ c†iσciσ is the spin-
resolved number operator. Throughout the paper, all energies
are given in units of t ¼ 1. Furthermore, we set ℏ ¼ 1 and
kB ¼ 1. We consider the case ofU ¼ 2 (usually regarded as
weak coupling) at half-filling n ¼ hn↑ þ n↓i ¼ 1, corre-
sponding to a chemical potential of μ ¼ U=2 ¼ 1 and the
simple square lattice, resulting in the following dispersion
relation for the electrons (lattice constant a ¼ 1):

εk ¼ −2½cosðkxÞ þ cosðkyÞ&: ð2Þ

The particular form of the dispersion and the case of half-
filling leads to a very peculiar diamond-shaped Fermi
surface, already resulting in an interesting behavior without
interactions present: (i) It exhibits a (“perfect”) nesting by
the momentum vector Q ¼ ðπ; πÞ, which connects every
Fermi-surface point to another respective one (see Fig. 1),
leading to an enhanced susceptibility at q ¼ Q; and (ii) the
momenta around the (stationary) antinodal Fermi-surface
point kAN ¼ ðπ; 0Þ imply a logarithmic divergence in the
density of states ρ0ðεÞ at the Fermi level (van Hove
singularity, Fig. 1), leading to a larger scattering phase
space than at the nodal point kN ¼ ðπ=2; π=2Þ.
Furthermore, because we consider only nearest-neighbor
hopping, the diamond-shaped Fermi surface displays per-
fect nesting by the whole family of wave vectors of the
form ðqx;'qxÞ, with consequences for the nature of the
metallic regime.

D. Organization of this article

This article is organized as follows: In Sec. II, we
describe the different physical regimes encountered in this
model as a function of temperature, using results from our
two benchmarks methods (DiagMC and DQMC). In
Sec. III, we discuss dynamical mean-field theory, which
serves as a starting point for several approximate methods

considered in this article. In Sec. IV, we discuss the
calculation of single-particle properties using all the differ-
ent methods introduced above. In Sec. V, we discuss the T
dependence of the double occupancy and its physical
significance. In Sec. VI, we discuss two-particle response
functions and the T dependence of the magnetic correlation
length. In Sec. VII, we discuss the implications of our
computational results for the physics of spin fluctuations in
this model. Finally, a discussion and conclusions are
provided in Sec. VIII. A number of Appendixes present
more technical points as well as details of the different
methods. In the Supplemental Material [45] we provide all
the numerical data used in the figures of the main text.

II. QUALITATIVE DESCRIPTION: PHYSICAL
REGIMES AND CROSSOVERS

Before presenting detailed results from a variety of
many-body approaches in Secs. III–VI, in this section
we sketch the overall physical picture that emerges from
this study in Fig. 2 (see also Refs. [47–49]). The left panel
indicates, in a schematic manner, the key crossover scales
that delimit different physical regions as a function of
temperature T, for a given value of U. Our quantitative
study focuses on U ¼ 2, but the qualitative statements
made here are expected to apply throughout the weak- to
intermediate-coupling regime (see, e.g., Ref. [50] for a

(a) (b)

(c)

FIG. 1. (a) Momentum distribution of the (noninteracting)
dispersion relation of the simple square lattice, Eq. (2), for
t ¼ 1 throughout the first Brillouin zone. The Fermi surface of the
half-filled system (μ ¼ 0) is diamond shaped (bold black); the
black arrows indicate the nesting vectors, mutually connecting
Fermi-surface points. (b) Corresponding (particle-hole symmet-
ric) density of states (DOS) as a function of energy ρ0ðεÞ. Here,
ε ¼ 0 corresponds to half-filling. (c) Value of the dispersion
relation along a high-symmetry path exhibiting a plateau around
ðπ; 0Þ, leading to a vanishing Fermi velocity vF.
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Abstract

The renormalization group plays an essential role in many areas of physics, both conceptually

and as a practical tool to determine the long-distance low-energy properties of many systems

on the one hand and on the other hand search for viable ultraviolet completions in

fundamental physics. It provides us with a natural framework to study theoretical models

where degrees of freedom are correlated over long distances and that may exhibit very distinct

behavior on different energy scales. The nonperturbative functional renormalization-group

(FRG) approach is a modern implementation of Wilson’s RG, which allows one to set up

nonperturbative approximation schemes that go beyond the standard perturbative RG

approaches. The FRG is based on an exact functional flow equation of a coarse-grained

effective action (or Gibbs free energy in the language of statistical mechanics). We review the

main approximation schemes that are commonly used to solve this flow equation and discuss

applications in equilibrium and out-of-equilibrium statistical physics, quantum many-particle

systems, high-energy physics and quantum gravity.
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Abstract

Renormalization plays an important role in the theoretically and mathematically careful analysis of mod-
els in condensed-matter physics. I review selected results about correlated-fermion systems, ranging from 
mathematical theorems to applications in models relevant for materials science, such as the prediction of 
equilibrium phases of systems with competing ordering tendencies, and quantum criticality.
© 2018 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The renormalization of quantum field theories will always be linked to Wolfhart Zimmermann, 
who made seminal, famous contributions that remain relevant to this day, both in the application 
to particle physics and in mathematics. Although Zimmermann developed and applied renor-
malization techniques mainly focused on relativistic quantum field theory, the techniques he 
introduced apply in great generality, and they continue to inspire works in quantum field the-
ory, as well as analysis and probability, e.g. recently in rough path theory and stochastic partial 
differential equations [41].

Renormalization also plays an important role in any careful treatment of models of condensed-
matter physics, which can be cast in the form of models of nonrelativistic quantum field theory 
(QFT). These models are less symmetric than those of particle physics, and therefore renor-

E-mail address: salmhofer@uni-heidelberg.de.
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0550-3213/© 2018 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
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-  divergent correl. length at continuous phase transitions hinders finite-size scaling 

-  energetic differences of competing phases often very small

-  crossover regions with different physical properties

-  approximate methods tend to break symmetries 

   and overemphasize ordered phases
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Figure 1

(a) Graphical representation of the Hubbard model. Two of many proposed phase diagrams of the model at intermediate
interaction strength, at finite (b) and zero temperature (c). Note (see Sec. 2) that (b) and (c) are mutually inconsistent,
that in (b) charge ordered phases are missing and the precise location of phases and boundaries are hotly debated. In (c)
the ground state in the large doped region is Fermi liquid-like with an instability towards pairing through the
Kohn-Luttinger e↵ect (33).

Despite these radical simplifications, the model has proven itself as a powerful tool for

investigating correlated electron physics. On one hand, its relevance to cuprate physics has

provided an early motivation for studying the model’s phase diagrams and ground states.

On the other hand, its simplicity has made it an ideal target for early quantum simulators,

where many-body phenomena can be investigated without the complication of many of the

e↵ects present in realistic condensed matter systems.

Theoretically, the presence of metallic, insulating, ferro- and antiferromagnetic, super-

conducting, and charge-ordered phases in a model with very few parameters has proven an

appealing testbed for new analytical methods. However, it became apparent early on that

the standard analytical toolkit of condensed matter theory was insu�cient to describe this

rich physics to the desired accuracy, and that sophisticated numerical methods would have

to be used instead (83). This led to the development of a wide range of numerical tools based

on many di↵erent approximations and approaches (152, 224), including diagonalization, di-

agrammatics, tensor network, variational, series expansion, Monte Carlo, and embedding

methods. While di↵erent approaches often led to di↵erent answers in earlier years, the

situation has significantly improved more recently. Thanks to algorithmic advances and an

increase of computing power, several methods have started to reproduce consistent results,

leading to a growing consensus on various aspects of the Hubbard model.

1.1. Purpose and structure of this article

In this article we review the recent progress in solving the Hubbard model from a computa-

tional perspective. We highlight results in which consensus has been reached among several

numerical approaches and identify open challenges and their prospect of being resolved in
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fixed t0 = �0.01t and variable µ. The symbols indicate whether the dominant instability is magnetic (squares) or superconducting (circles); the
solid line separates the magnetic from the pairing regime (from Ref. [565]). Right: Pseudocritical temperature obtained from the temperature flow
for the 2D Hubbard model at van Hove filling as a function of t0/t for U = 3t (from Ref. [567]).

vertex diverges in a temperature flow [567]. Here a fixed moderate coupling U = 3t was chosen, and the chemical
potential was adjusted such that the Fermi surface touches the van Hove saddle points at (⇡, 0) and (0, ⇡) for each
t0/t. The leading instability is antiferromagnetic for small |t0/t|, then d-wave pairing, and finally ferromagnetic for
t0 < �t/3. The temperature Tc in this plot is not the true critical temperature, but rather the temperature scale at which
strong magnetic or pairing correlations are formed. Order parameter fluctuations suppressing the actual transition
temperature, especially in two dimensions, are not captured by the second order truncation of the flow. Remarkable is
the drastic suppression of the pseudocritical scale at the boundary between the pairing and the ferromagnetic regime,
which indicates a quantum critical point separating two symmetry-broken phases with distinct order parameters.
Within Landau theory, such a behavior could be obtained only by tuning an additional parameter. The self-energy at
this quantum critical point obeys an unconventional powerlaw as a function of frequency with an exponent near 0.74,
for momenta on one of the van Hove points [568]. This implies that Landau quasi-particles are destroyed and Fermi
liquid theory breaks down at this point.

The static approximation of the two-particle vertex turned out to be insu�cient beyond the weak coupling regime.
Improved parametrizations are based on a channel decomposition, where the fluctuation contributions to the vertex are
decomposed in charge, magnetic, and pairing channels [555, 569]. In the charge and magnetic channels dependences
on the momentum and energy transfer variable are usually stronger than those on the remaining variables, while in
the pairing channel the total momentum and energy dependences require the highest resolution. Using the channel
decomposition it was shown that the frequency (= energy) dependence of the vertex is actually important already at
moderate coupling [570]. Neglecting it leads, in particular, to an overestimation of the energy scale for pairing in
the 2D Hubbard model. Moreover, the frequency dependence is not even separable, that is, each term in the chan-
nel decomposition exhibits a substantial dependence on all three frequency variables already for moderate coupling
strengths [571].

In view of the numerical di�culties posed already by the leading (second order) truncation of the vertex flow
described above, it is clear that a complete inclusion of the three-particle or even higher order vertices is not feasible.
However, an approximate evaluation of contributions from higher order vertices to the flow of the two-particle vertex
was devised, and it was shown that the resulting multi-loop expansion sums up all parquet diagrams [572, 573].
Employing an accurate and economic parametrization of momentum and frequency dependences [574] it could be
shown that the multi-loop expansion really (also “in practice”) converges to the parquet approximation for the two-
dimensional Hubbard model. The results agree very well with numerically exact Quantum Monte Carlo results for
U = 2t, and still decently for a moderate interaction U = 3t [575]. To extend the application range of the FRG to the
strong coupling regime, one needs to start the flow from a non-perturbative starting point, as described in Sec. 4.2.5.

Other models: Competing instabilities and fluctuation induced superconductivity have been analyzed via FRG
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projection in the figure on the right. The model parameters are U = t and t0 = 0, the chemical
potential is µ = �0.02t, and the temperature is zero. (b) Left: Flow of the ratio of interacting
and non-interacting susceptibilities, �⇤/�⇤

0 , for the same parameters as in (a). Right: Ground
state phase diagram for t0 = 0 and µ  0 (at and below half-filling), as obtained from divergent
susceptibilities. Figures taken from Ref. [34].

is not small), because these momenta are close to their projected counterparts. The projected
vertex function can be parameterized by three angles �1,�2,�3 associated with k

F1, kF2 and
k0
F1, respectively, i.e.

�⇤

↵

(k0
F1,kF1 + k

F2 � k0
F1;kF1,kF2) = �⇤

↵

(�1,�2,�3) (41)

The angular dependence turns out to be strong for small ⇤ and cannot be neglected. The re-
maining tangential momentum dependence is discretized (see again Fig. 7). Equivalently, one
can view this parametrization as a discretization of momentum dependences corresponding to a
partition of the Brillouin zone in ”patches” or ”sectors” [35, 36].

Halboth and Metzner, PRL&PRB (2000)

trigger developments…
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solid line separates the magnetic from the pairing regime (from Ref. [565]). Right: Pseudocritical temperature obtained from the temperature flow
for the 2D Hubbard model at van Hove filling as a function of t0/t for U = 3t (from Ref. [567]).

vertex diverges in a temperature flow [567]. Here a fixed moderate coupling U = 3t was chosen, and the chemical
potential was adjusted such that the Fermi surface touches the van Hove saddle points at (⇡, 0) and (0, ⇡) for each
t0/t. The leading instability is antiferromagnetic for small |t0/t|, then d-wave pairing, and finally ferromagnetic for
t0 < �t/3. The temperature Tc in this plot is not the true critical temperature, but rather the temperature scale at which
strong magnetic or pairing correlations are formed. Order parameter fluctuations suppressing the actual transition
temperature, especially in two dimensions, are not captured by the second order truncation of the flow. Remarkable is
the drastic suppression of the pseudocritical scale at the boundary between the pairing and the ferromagnetic regime,
which indicates a quantum critical point separating two symmetry-broken phases with distinct order parameters.
Within Landau theory, such a behavior could be obtained only by tuning an additional parameter. The self-energy at
this quantum critical point obeys an unconventional powerlaw as a function of frequency with an exponent near 0.74,
for momenta on one of the van Hove points [568]. This implies that Landau quasi-particles are destroyed and Fermi
liquid theory breaks down at this point.

The static approximation of the two-particle vertex turned out to be insu�cient beyond the weak coupling regime.
Improved parametrizations are based on a channel decomposition, where the fluctuation contributions to the vertex are
decomposed in charge, magnetic, and pairing channels [555, 569]. In the charge and magnetic channels dependences
on the momentum and energy transfer variable are usually stronger than those on the remaining variables, while in
the pairing channel the total momentum and energy dependences require the highest resolution. Using the channel
decomposition it was shown that the frequency (= energy) dependence of the vertex is actually important already at
moderate coupling [570]. Neglecting it leads, in particular, to an overestimation of the energy scale for pairing in
the 2D Hubbard model. Moreover, the frequency dependence is not even separable, that is, each term in the chan-
nel decomposition exhibits a substantial dependence on all three frequency variables already for moderate coupling
strengths [571].

In view of the numerical di�culties posed already by the leading (second order) truncation of the vertex flow
described above, it is clear that a complete inclusion of the three-particle or even higher order vertices is not feasible.
However, an approximate evaluation of contributions from higher order vertices to the flow of the two-particle vertex
was devised, and it was shown that the resulting multi-loop expansion sums up all parquet diagrams [572, 573].
Employing an accurate and economic parametrization of momentum and frequency dependences [574] it could be
shown that the multi-loop expansion really (also “in practice”) converges to the parquet approximation for the two-
dimensional Hubbard model. The results agree very well with numerically exact Quantum Monte Carlo results for
U = 2t, and still decently for a moderate interaction U = 3t [575]. To extend the application range of the FRG to the
strong coupling regime, one needs to start the flow from a non-perturbative starting point, as described in Sec. 4.2.5.
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Figure 17: Left: Ground state phase diagram of the 2D Hubbard model near half-filling (marked by dashed line) at weak coupling (U/t  2) for
fixed t0 = �0.01t and variable µ. The symbols indicate whether the dominant instability is magnetic (squares) or superconducting (circles); the
solid line separates the magnetic from the pairing regime (from Ref. [565]). Right: Pseudocritical temperature obtained from the temperature flow
for the 2D Hubbard model at van Hove filling as a function of t0/t for U = 3t (from Ref. [567]).

vertex diverges in a temperature flow [567]. Here a fixed moderate coupling U = 3t was chosen, and the chemical
potential was adjusted such that the Fermi surface touches the van Hove saddle points at (⇡, 0) and (0, ⇡) for each
t0/t. The leading instability is antiferromagnetic for small |t0/t|, then d-wave pairing, and finally ferromagnetic for
t0 < �t/3. The temperature Tc in this plot is not the true critical temperature, but rather the temperature scale at which
strong magnetic or pairing correlations are formed. Order parameter fluctuations suppressing the actual transition
temperature, especially in two dimensions, are not captured by the second order truncation of the flow. Remarkable is
the drastic suppression of the pseudocritical scale at the boundary between the pairing and the ferromagnetic regime,
which indicates a quantum critical point separating two symmetry-broken phases with distinct order parameters.
Within Landau theory, such a behavior could be obtained only by tuning an additional parameter. The self-energy at
this quantum critical point obeys an unconventional powerlaw as a function of frequency with an exponent near 0.74,
for momenta on one of the van Hove points [568]. This implies that Landau quasi-particles are destroyed and Fermi
liquid theory breaks down at this point.

The static approximation of the two-particle vertex turned out to be insu�cient beyond the weak coupling regime.
Improved parametrizations are based on a channel decomposition, where the fluctuation contributions to the vertex are
decomposed in charge, magnetic, and pairing channels [555, 569]. In the charge and magnetic channels dependences
on the momentum and energy transfer variable are usually stronger than those on the remaining variables, while in
the pairing channel the total momentum and energy dependences require the highest resolution. Using the channel
decomposition it was shown that the frequency (= energy) dependence of the vertex is actually important already at
moderate coupling [570]. Neglecting it leads, in particular, to an overestimation of the energy scale for pairing in
the 2D Hubbard model. Moreover, the frequency dependence is not even separable, that is, each term in the chan-
nel decomposition exhibits a substantial dependence on all three frequency variables already for moderate coupling
strengths [571].

In view of the numerical di�culties posed already by the leading (second order) truncation of the vertex flow
described above, it is clear that a complete inclusion of the three-particle or even higher order vertices is not feasible.
However, an approximate evaluation of contributions from higher order vertices to the flow of the two-particle vertex
was devised, and it was shown that the resulting multi-loop expansion sums up all parquet diagrams [572, 573].
Employing an accurate and economic parametrization of momentum and frequency dependences [574] it could be
shown that the multi-loop expansion really (also “in practice”) converges to the parquet approximation for the two-
dimensional Hubbard model. The results agree very well with numerically exact Quantum Monte Carlo results for
U = 2t, and still decently for a moderate interaction U = 3t [575]. To extend the application range of the FRG to the
strong coupling regime, one needs to start the flow from a non-perturbative starting point, as described in Sec. 4.2.5.
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5.2. The case for ‘deconfined’ quantum criticality in the two-dimensional Hubbard model

In many examples, quantum critical points (QCP) are shielded by some ordered phase, in the 
sense that quantum critical scaling does not continue all the way to zero scale, but it gets cut 
off due to some symmetry breaking at a very small scale. It is therefore an interesting question 
whether transitions exist where no such shielding occurs. The notion of deconfined quantum 
criticality was introduced in [68]. The example chosen there is the transition from a Néel state 
to a valence-bond state in a two-dimensional spin- 1

2 antiferromagnet with the Hamiltonian H =
J

∑
Sx · Sx′ , where the sum runs over nearest-neighbor pairs and J > 0. It is argued that a 

fractionalization of the order parameters occurs, so that the transition is via a quantum critical 
point that has no simple description by a Ginzburg–Landau–Wilson (GLW) model, and that a 
local gauge symmetry emerges at the transition. This is made explicit by writing the spin at each 
point as S(i)

x = z†
xσ

(i)zx with a complex spinor zx . The decomposition introduces a redundancy 
because the S(i)

x are invariant under the local U(1) transformation zx "→ eiθx zx , θx ∈ R. At the 
transition, the z fields can deconfine due to Skyrmion excitations of the Néel order parameter 
field, the order parameter fractionalizes and a gauge theory emerges.

In the following, I discuss the evidence for a QCP in the Hubbard model at Van Hove filling. 
Within the approximations applied in our studies it appears to be an example of a ‘deconfined’ 
transition, in that it remains unshielded. The interesting point in view of the above discussion is 
that it comes directly from a singular fermionic self-energy, and its dynamics is not driven by 
topological excitations, but by the vanishing of the quasiparticle weight at the Van Hove points. 
This also suppresses magnetic and superconducting correlations, and hence gives a picture that 
differs from the one from [68] sketched above: the magnetic and superconducting order param-
eter fields are the composite fields given in (50). They can of course always be studied, but the 
suppression of the order parameters at the QCP simply means that instead of getting fraction-
alized, these composite fields never really develop any important size and correlations at the 
transition point. (Moreover, although the composite magnetic fields are invariant under the stan-
dard local U(1) number symmetry transformation of the fermions, this is not a symmetry of the 
model because the kinetic term of the fermion fields is not invariant.)

Fig. 11. Renormalization group results indicating a quantum critical point between a d-wave superconducting and a 
ferromagnetic phase in the two-dimensional Hubbard model. The parameter on the horizontal axis is θ = −t′/t. Left: 
results from the temperature-flow RG in static approximation. Right: results from the #-scheme RG with full frequency 
dependence taken into account. The lowest curve on the right is where the frequency of both the self-energy and the 
interaction are taken into account, confirming the downturn of the scale where the interactions grow in the flow.
(Left: figure taken from [43]. Right: figure taken from [38].)
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Figure 17: Left: Ground state phase diagram of the 2D Hubbard model near half-filling (marked by dashed line) at weak coupling (U/t  2) for
fixed t0 = �0.01t and variable µ. The symbols indicate whether the dominant instability is magnetic (squares) or superconducting (circles); the
solid line separates the magnetic from the pairing regime (from Ref. [565]). Right: Pseudocritical temperature obtained from the temperature flow
for the 2D Hubbard model at van Hove filling as a function of t0/t for U = 3t (from Ref. [567]).

vertex diverges in a temperature flow [567]. Here a fixed moderate coupling U = 3t was chosen, and the chemical
potential was adjusted such that the Fermi surface touches the van Hove saddle points at (⇡, 0) and (0, ⇡) for each
t0/t. The leading instability is antiferromagnetic for small |t0/t|, then d-wave pairing, and finally ferromagnetic for
t0 < �t/3. The temperature Tc in this plot is not the true critical temperature, but rather the temperature scale at which
strong magnetic or pairing correlations are formed. Order parameter fluctuations suppressing the actual transition
temperature, especially in two dimensions, are not captured by the second order truncation of the flow. Remarkable is
the drastic suppression of the pseudocritical scale at the boundary between the pairing and the ferromagnetic regime,
which indicates a quantum critical point separating two symmetry-broken phases with distinct order parameters.
Within Landau theory, such a behavior could be obtained only by tuning an additional parameter. The self-energy at
this quantum critical point obeys an unconventional powerlaw as a function of frequency with an exponent near 0.74,
for momenta on one of the van Hove points [568]. This implies that Landau quasi-particles are destroyed and Fermi
liquid theory breaks down at this point.

The static approximation of the two-particle vertex turned out to be insu�cient beyond the weak coupling regime.
Improved parametrizations are based on a channel decomposition, where the fluctuation contributions to the vertex are
decomposed in charge, magnetic, and pairing channels [555, 569]. In the charge and magnetic channels dependences
on the momentum and energy transfer variable are usually stronger than those on the remaining variables, while in
the pairing channel the total momentum and energy dependences require the highest resolution. Using the channel
decomposition it was shown that the frequency (= energy) dependence of the vertex is actually important already at
moderate coupling [570]. Neglecting it leads, in particular, to an overestimation of the energy scale for pairing in
the 2D Hubbard model. Moreover, the frequency dependence is not even separable, that is, each term in the chan-
nel decomposition exhibits a substantial dependence on all three frequency variables already for moderate coupling
strengths [571].

In view of the numerical di�culties posed already by the leading (second order) truncation of the vertex flow
described above, it is clear that a complete inclusion of the three-particle or even higher order vertices is not feasible.
However, an approximate evaluation of contributions from higher order vertices to the flow of the two-particle vertex
was devised, and it was shown that the resulting multi-loop expansion sums up all parquet diagrams [572, 573].
Employing an accurate and economic parametrization of momentum and frequency dependences [574] it could be
shown that the multi-loop expansion really (also “in practice”) converges to the parquet approximation for the two-
dimensional Hubbard model. The results agree very well with numerically exact Quantum Monte Carlo results for
U = 2t, and still decently for a moderate interaction U = 3t [575]. To extend the application range of the FRG to the
strong coupling regime, one needs to start the flow from a non-perturbative starting point, as described in Sec. 4.2.5.
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In many examples, quantum critical points (QCP) are shielded by some ordered phase, in the 
sense that quantum critical scaling does not continue all the way to zero scale, but it gets cut 
off due to some symmetry breaking at a very small scale. It is therefore an interesting question 
whether transitions exist where no such shielding occurs. The notion of deconfined quantum 
criticality was introduced in [68]. The example chosen there is the transition from a Néel state 
to a valence-bond state in a two-dimensional spin- 1

2 antiferromagnet with the Hamiltonian H =
J
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Sx · Sx′ , where the sum runs over nearest-neighbor pairs and J > 0. It is argued that a 

fractionalization of the order parameters occurs, so that the transition is via a quantum critical 
point that has no simple description by a Ginzburg–Landau–Wilson (GLW) model, and that a 
local gauge symmetry emerges at the transition. This is made explicit by writing the spin at each 
point as S(i)

x = z†
xσ

(i)zx with a complex spinor zx . The decomposition introduces a redundancy 
because the S(i)

x are invariant under the local U(1) transformation zx "→ eiθx zx , θx ∈ R. At the 
transition, the z fields can deconfine due to Skyrmion excitations of the Néel order parameter 
field, the order parameter fractionalizes and a gauge theory emerges.

In the following, I discuss the evidence for a QCP in the Hubbard model at Van Hove filling. 
Within the approximations applied in our studies it appears to be an example of a ‘deconfined’ 
transition, in that it remains unshielded. The interesting point in view of the above discussion is 
that it comes directly from a singular fermionic self-energy, and its dynamics is not driven by 
topological excitations, but by the vanishing of the quasiparticle weight at the Van Hove points. 
This also suppresses magnetic and superconducting correlations, and hence gives a picture that 
differs from the one from [68] sketched above: the magnetic and superconducting order param-
eter fields are the composite fields given in (50). They can of course always be studied, but the 
suppression of the order parameters at the QCP simply means that instead of getting fraction-
alized, these composite fields never really develop any important size and correlations at the 
transition point. (Moreover, although the composite magnetic fields are invariant under the stan-
dard local U(1) number symmetry transformation of the fermions, this is not a symmetry of the 
model because the kinetic term of the fermion fields is not invariant.)

Fig. 11. Renormalization group results indicating a quantum critical point between a d-wave superconducting and a 
ferromagnetic phase in the two-dimensional Hubbard model. The parameter on the horizontal axis is θ = −t′/t. Left: 
results from the temperature-flow RG in static approximation. Right: results from the #-scheme RG with full frequency 
dependence taken into account. The lowest curve on the right is where the frequency of both the self-energy and the 
interaction are taken into account, confirming the downturn of the scale where the interactions grow in the flow.
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FIG. 1: Amplitudes of the magnetic and pairing gaps as a
function of doping at fixed temperature T = 0.027t. The gaps
from the dynamical fRG with full frequency dependence are
shown for the lowest Matsubara frequency ⌫0 = ⇡T , and com-
pared to results from the static approximation. The vertical
arrows indicate the transition from Néel to incommensurate
spiral antiferromagnetism.

doping value of around 20%, with Néel order up to about
13%, and incommensurate spiral order beyond. The
transition between Néel order and incommnsurate spi-
ral order is discontinuous, with a pronounced jump of
the incommensurability ⌘. In the range between 8% and
20% doping, a sizable pairing order parameter appears.
Hence, our calculation confirms the coexistence of antifer-
romagnetism and d-wave pairing in the two-dimensional
Hubbard model, as previously obtained from static fRG
calculations.31,32,34. The doping dependence of the in-
commensurability ⌘ also agrees well with previous static
fRG calculations.34 The pairing mechanism is magnetic,
that is, the attraction in the d-wave pairing channel is
predominantly generated by antiferromagnetic fluctua-
tions. The suppression of the pairing amplitude close to
half-filling is caused by the magnetic gap leading to a
truncation of the Fermi surface to small hole pockets.

The gap amplitudes obtained from the static fRG are
somewhat smaller than those obtained from the dynam-
ical fRG, but they exhibit a similar qualitative doping
dependence. The magnetic order in the static approx-
imation is weaker for two reasons, which have been re-
vealed already previously.37 First, there is a minimum of
the magnetic e↵ective interaction M⇤

Q,!=0(⌫1, ⌫2) at the
lowest fermionic Matsubara frequencies |⌫

i

| = ⇡T . In
the static approximation this minimum value is practi-
cally extended to all frequencies ⌫1 and ⌫2. Second, in the
static approximation the suppression of magnetic interac-
tions from other fluctuation channels is overestimated.37

The pairing gap is also reduced in the static approxi-
mation. Since the pairing mechanism is mostly mag-
netic, one reason for this reduction is certainly the weaker
magnetic interaction. On the other hand, the decay
of the e↵ective pairing interaction at large frequencies
is neglected in the static approximation, leading to an
enhancement of pairing tendencies.36,37 The net e↵ect

FIG. 2: Amplitudes of the magnetic and pairing gap as a
function of doping as obtained from the static fRG at the
temperature T = 0.006t. The vertical arrow indicates the
transition from Néel to incommensurate spiral antiferromag-
netism.

seems to be a moderate reduction of the pairing gap by
the static approximation. Overall, inspite of strong fre-
quency dependences of the interaction vertex,36,37 the
static approximation does not entail a major error in the
size of the magnetic and pairing gaps.
The influence of the frequency dependence of the

magnetic interaction vertex on pairing was previously
analyzed by Kitatani et al.46 at an intermediate cou-
pling strength (U = 6t) within the dynamical vertex
approximation.47 In agreement with our results, they
found a minimum at low frequencies. They concluded
that this minimum leads to a significant reduction of the
energy scale for pairing. This is not in conflict with our
results, because they compared their result to that from
a simple random phase approximation for the magnetic
interaction, which grossly overestimates its strength in
the relevant frequency range.
Yamase et al.34 observed a pronounced dip of the mag-

netic gap at van Hove filling, where the pairing gap sup-
presses the magnetic order completely. This feature is not
visible in Fig. 1, neither in the static nor in the dynamical
approximation. The discrepency is probably due to the
finite temperature in our calculation. At present, we can
access lower temperatures only by neglecting frequency
dependences. In Fig. 2 we show the doping dependence
of the gap amplitudes at T = 0.006t as obtained from
the static fRG. Here, a dip of the magnetic gap at van
Hove filling (pvH ⇡ 14% for our parameters) is clearly
visible. We expect that the dip will become even more
pronounced upon further lowering the temperature.

B. Flow and frequency dependence

In this section we present some details on the flow and
on the frequency dependences for a fixed doping p = 0.12
and a fixed temperature T = 0.027t. In Fig. 3 we show
the flow of the magnetic gap �⇤

m

(⌫0) at the lowest posi-

Amplitudes of magnetic and pairing gap 

U=3t, t’=−0.16t, T = 0.027t

full frequency dependence of interaction vertices and gap functions 
confirms important previous results in static approximation ! 
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FIG. 6: Phase sti↵ness in x- and y-direction as a function
of doping at fixed temperature T = 0.027t. The pairing gap
amplitude 2�p(⌫0) is also shown for comparison.

tends to the bare Hubbard coupling U , while the reduced
pairing interaction Ṽ

⇤c
p

(⌫, ⌫0) decays to zero. The latter
behavior is the reason for the decay of the pairing gap at
large frequencies described above.

C. Superfluid sti↵ness and phase diagram

We finally compute the superfluid phase sti↵ness,
which allows us to estimate the Kosterlitz-Thouless tem-
perature TKT for the onset of superconductivity. To-
gether with the temperature T

⇤ for the onset of anti-
ferromagnetism, we can thus draw a phase diagram in
the plane spanned by doping and temperature.

A general expression for the phase sti↵ness in a mean-
field state with coexisting spin-singlet superconductivity
and antiferromagnetism (Néel or spiral) has been derived
in a recent work by Yamase and one of us.49 The phase
sti↵ness is fully determined by the bare dispersion rela-
tion and the magnetic and pairing gaps. The gaps have
been assumed to be frequency independent in the deriva-
tion. We therefore neglect the frequency dependence of
the gaps, and insert the gap at the lowest Matsubara fre-
quency ⌫0 = ⇡T . In a spiral state with an ordering vector
Q = (⇡�2⇡⌘,⇡) with ⌘ > 0 the phase sti↵ness in x- and
y-direction is slightly di↵erent. In Fig. 6 we plot the
phase sti↵nesses J

x

and J

y

as a function of doping at the
fixed temperature T = 0.027t. The pairing gap ampli-
tude from Fig. 1 is also reproduced for direct comparison.
In the Néel state the sti↵ness is isotropic, J

x

= J

y

, while
in the spiral regime J

y

is slightly smaller than J

x

. The
sti↵ness and the gap amplitude have a comparable size in
the regime where both are larger than the temperature,
but the sti↵ness decreases much faster at low doping,
since it is more strongly suppressed by thermal excita-
tions than the gap. By contrast, a static fRG calculation
at zero temperature indicated that in the ground state
the sti↵ness decreases slightly more slowly than the gap

FIG. 7: (p, T ) phase diagram with the critical temperature
for the onset of antiferromagnetism T

⇤, the pairing tem-
perature Tp, and the Kosterlitz-Thouless temperature TKT.
The dashed horizontal line indicates the lowest temperature
T = 0.027t our present dynamical fRG code can access.

amplitude upon approaching half-filling from the hole-
doped side.49 Note that, in general, there is no direct
relation between the size of the gap and the size of the
phase sti↵ness in a superconductor.

In a two-dimensional system, the thermal phase tran-
sition between the superfluid and the normal phase is
a Kosterlitz-Thouless transition associated with topo-
logical excitations (vortices).50 Magnetic order or (non-
critical) magnetic fluctuations do not a↵ect the universal
properties of this transition. In an isotropic system, the
transition temperature TKT is related to the phase sti↵-
ness J by the universal relation TKT = ⇡

2 J(TKT).50 In the
spiral state the phase sti↵ness is slightly anisotropic, that
is, we have J

x

6= J

y

, while there is still a unique transi-
tion temperature. Generalizing the relation between TKT

and J to anisotropic systems by a simple rescaling of the
length scales in the phase action, we find

TKT =
⇡

2

q
J

x

(TKT)Jy(TKT) . (35)

Using this relation we are able to compute the Kosterlitz-
Thouless temperature from the sti↵nesses J

↵

(T ), as long
as TKT is higher than the lowest temperature T = 0.027t
we can access. In Fig. 7 we plot the resulting Kosterlitz-
Thouless temperature as a function of doping, together
with the critical temperature T

⇤ for the onset of anti-
ferromagnetism. The latter is determined as the lowest
temperature at which the fRG flow does not encounter
any magnetic instability down to ⇤ = 0. We also show
the pairing temperature T

p

at which the pairing gap �
p

vanishes. One can see that T
p

is much higher than TKT,
especially at lower doping. Hence, a sizable temperature
window with a pairing gap and superconducting fluctua-
tions opens between TKT and T

p

.
Our mean-field approximation yields magnetic long-

range order for temperatures below T

⇤. General ar-
guments and numerical studies show that fluctuations

U=3t, t’=−0.16t

-  sizable doping regime with robust pairing coexisting with Neel or incomm. AF

-  Kosterlitz-Thouless determined from superfluid phase stiffness

    → superconducting dome centred around 15% hole doping 



fRG in first implementation provides
-  possibility to scan parameter space due to reduced numerical effort
-  physical picture and qualitative agreement with experiments

Algorithmic advancements

-  efficient parametrization of vertex function 
-  multiloop extension

✔✔✔

Establishing a new level of accuracy

\

Application to 2D Hubbard model

→ quantitative description at weak-to-intermediate couplings

→ towards strong coupling by combination with DMFT

`→ unbiased and optimized approach towards quantitative predictions



Efficient parametrization of vertex function

✔✔✔

-  formulation using diagrammatic parquet decomposition
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Figure 9: Frequency dependence of the magnetic fluctuation
channel at weak (left) and strong (right) coupling close to
half-filling for T = 0.08t and t0 = �0.2t.

different incommensurate wave vector compared to the
DMFT-RPA, but the limited momentum resolution of
the DMF2RG calculation does not allow for a conclusive
statement.

To highlight the different frequency structures that
arise in different coupling regimes, we show in Fig. 9 the
frequency dependence of M⇤ for ⌦ = 0 and Q = (⇡,⇡)
at moderate and strong coupling, with ⇤ slightly below
the critical value ⇤

c

. At moderate coupling (U = 4t) the
maximal value of M⇤ is observed for asymptotically large
values of ⌫

1

and ⌫
2

in the frequency region where the
channel competition is less effective. The cross shaped
structure, that can be ascribed to the effect of the feed-
back from the other channels,22 on the other hand, de-
creases the value of M⇤. At strong coupling (U = 8t),
the cross shaped structure is still decreasing M⇤, but
the maximal values are not in the asymptotic region,
but in a localized area for limited values of ⌫

1

and ⌫
2

(and away from the cross shaped structure). Although
a complete explanation of these features in Matsubara
frequency space is complicated, they hint to a different
nature of the magnetic fluctuations at weak or moderate
and at strong coupling.

2. Self-energy

In Fig. 10 we show the imaginary part of the self-energy
in Matsubara space for different points in the BZ, and for
� = 0.18. For this doping value, the flow reaches the fi-
nal ⇤ without encountering any instability, but the mag-
netic fluctuations are already strongly enhanced. There-
fore one could have expected some signature of a strong
momentum differentiation in the self-energy, associated
with a suppression of the spectral weight in the antin-
odal region. This is not observed in our calculation. The
self-energy obtained from the DMF2RG does not devi-
ate qualitatively from the DMFT result, and exhibits
only a slight decrease of the quasiparticle weight31 close
to the antinodes. This result is very similar to the one
we obtained at weak coupling within a conventional fRG

Figure 10: Imaginary part of the self-energy as a function of
Matsubara frequency for different points in the BZ along the
noninteracting Fermi surface (see inset). The local DMFT
self-energy is shown in black. Parameters: U = 8t, T = 0.08t,
t0 = �0.2t and � = 0.18.

scheme with full-frequency dependence.20

3. d-wave pairing fluctuations

As discussed above, the pairing and density channels
do not strongly affect the magnetic one. However the
reverse is not true: the magnetic channel generates d-
wave pairing fluctuations which, for lower temperatures,
are expected to give rise to a pairing instability.

In Fig. 7 (see stars and right axis) we show the maximal
value of D⇤ for the lowest accessible value of ⇤, which
measures the strength of the d-wave pairing interaction.
For dopings much larger than �

c

the pairing interaction
is very small. Decreasing the doping from 0.2 to 0.16 the
d-wave pairing interaction rapidly increases. Decreasing
the doping further, the flow runs into the magnetic insta-
bility and has to be stopped at the critical flow parameter
⇤

c

. The d-wave interaction at the critical scale ⇤

c

then
drops again, to very small values.

These results can be interpreted as follows. For � >⇠ �
c

the magnetic fluctuations become very strong and the
large magnetic channel drives the d-wave interaction to
large values. When the doping is decreased further, the
flow has to be stopped before the d-wave interaction can
fully develop. In the context of the conventional fRG it
has been frequently observed32,33 that the d-wave pairing
increases quite rapidly at a late stage of the flow, as com-
pared to the more gradual increase of the magnetic chan-
nel, which sets in already at high energy scales. While the
flow parameter in DMF2RG is a measure of non-locality
rather than an energy scale, the retarded but then rapid
formation of pairing interactions seems to be typical here,
too.

To confirm the magnetic pairing mechanism, in Fig. 7
we also present the critical value ⇤

c

and the pairing in-
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(bottom) at the leading order in the bare interaction
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fermion-boson vertex �n

3,⌘,0

(q, k) = f
n

(k). The first
diagram on the r.h.s. represents the 1` contribution
while the second part is a multiloop correction.

III. NUMERICAL IMPLEMENTATION

A. Full frequency and momentum parametrization

In order to illustrate the fRG algorithm adopted in
the present work, let us start from the flow equations for
the one particle irreducible (1PI) fermionic vertex in the
1` fRG approximation. In the following, the SU(2), spin
conserving symmetry will be always assumed. Exploiting
this symmetry, the self-energy and two-particle fermionic

vertices can be written as
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where S⇤(p) represents the single-scale propagator spec-
ified in Eq. (16). We formulate the flow equation for �
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in the channel decomposed form suggested by Husemann
and Salmhofer25
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where the diagrammatic channel index r = {pp, ph, ph}
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Each of the above equations depends, besides the afore-
mentioned bosonic transfer dependence (k

1

+ k
3

, k
2

� k
1

and k
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2

), on two fermionic dependencies. Such
mixed ‘bosonic-fermonic’ notation, referred to as ‘non-
symmetrized’ notation, has been substituted in some
work (e.g. in Ref. [28]) by a di↵erent notation where
the dependencies of the four fermionic propagators in-
volved in the scattering process have been chosen sym-
metrically with respect to the bosonic four-momentum
transfer. This symmetrized notation simplifies the imple-
mentation of the symmetries exploited in the fRG code

(see Appendix D and Ref. [28]) but leads to less compact
flow equations. The equations (31a) to (31c) generate
the two-particle reducible vertices (T
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) of the dia-
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The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two
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notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two
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The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two
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Each of the above equations depends, besides the afore-
mentioned bosonic transfer dependence (k
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3
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and k
3
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2

), on two fermionic dependencies. Such
mixed ‘bosonic-fermonic’ notation, referred to as ‘non-
symmetrized’ notation, has been substituted in some
work (e.g. in Ref. [28]) by a di↵erent notation where
the dependencies of the four fermionic propagators in-
volved in the scattering process have been chosen sym-
metrically with respect to the bosonic four-momentum
transfer. This symmetrized notation simplifies the imple-
mentation of the symmetries exploited in the fRG code

(see Appendix D and Ref. [28]) but leads to less compact
flow equations. The equations (31a) to (31c) generate
the two-particle reducible vertices (T
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The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two

10

Figure 9: Frequency dependence of the magnetic fluctuation
channel at weak (left) and strong (right) coupling close to
half-filling for T = 0.08t and t0 = �0.2t.

different incommensurate wave vector compared to the
DMFT-RPA, but the limited momentum resolution of
the DMF2RG calculation does not allow for a conclusive
statement.

To highlight the different frequency structures that
arise in different coupling regimes, we show in Fig. 9 the
frequency dependence of M⇤ for ⌦ = 0 and Q = (⇡,⇡)
at moderate and strong coupling, with ⇤ slightly below
the critical value ⇤

c

. At moderate coupling (U = 4t) the
maximal value of M⇤ is observed for asymptotically large
values of ⌫

1

and ⌫
2

in the frequency region where the
channel competition is less effective. The cross shaped
structure, that can be ascribed to the effect of the feed-
back from the other channels,22 on the other hand, de-
creases the value of M⇤. At strong coupling (U = 8t),
the cross shaped structure is still decreasing M⇤, but
the maximal values are not in the asymptotic region,
but in a localized area for limited values of ⌫

1

and ⌫
2

(and away from the cross shaped structure). Although
a complete explanation of these features in Matsubara
frequency space is complicated, they hint to a different
nature of the magnetic fluctuations at weak or moderate
and at strong coupling.

2. Self-energy

In Fig. 10 we show the imaginary part of the self-energy
in Matsubara space for different points in the BZ, and for
� = 0.18. For this doping value, the flow reaches the fi-
nal ⇤ without encountering any instability, but the mag-
netic fluctuations are already strongly enhanced. There-
fore one could have expected some signature of a strong
momentum differentiation in the self-energy, associated
with a suppression of the spectral weight in the antin-
odal region. This is not observed in our calculation. The
self-energy obtained from the DMF2RG does not devi-
ate qualitatively from the DMFT result, and exhibits
only a slight decrease of the quasiparticle weight31 close
to the antinodes. This result is very similar to the one
we obtained at weak coupling within a conventional fRG

Figure 10: Imaginary part of the self-energy as a function of
Matsubara frequency for different points in the BZ along the
noninteracting Fermi surface (see inset). The local DMFT
self-energy is shown in black. Parameters: U = 8t, T = 0.08t,
t0 = �0.2t and � = 0.18.

scheme with full-frequency dependence.20

3. d-wave pairing fluctuations

As discussed above, the pairing and density channels
do not strongly affect the magnetic one. However the
reverse is not true: the magnetic channel generates d-
wave pairing fluctuations which, for lower temperatures,
are expected to give rise to a pairing instability.

In Fig. 7 (see stars and right axis) we show the maximal
value of D⇤ for the lowest accessible value of ⇤, which
measures the strength of the d-wave pairing interaction.
For dopings much larger than �

c

the pairing interaction
is very small. Decreasing the doping from 0.2 to 0.16 the
d-wave pairing interaction rapidly increases. Decreasing
the doping further, the flow runs into the magnetic insta-
bility and has to be stopped at the critical flow parameter
⇤

c

. The d-wave interaction at the critical scale ⇤

c

then
drops again, to very small values.

These results can be interpreted as follows. For � >⇠ �
c

the magnetic fluctuations become very strong and the
large magnetic channel drives the d-wave interaction to
large values. When the doping is decreased further, the
flow has to be stopped before the d-wave interaction can
fully develop. In the context of the conventional fRG it
has been frequently observed32,33 that the d-wave pairing
increases quite rapidly at a late stage of the flow, as com-
pared to the more gradual increase of the magnetic chan-
nel, which sets in already at high energy scales. While the
flow parameter in DMF2RG is a measure of non-locality
rather than an energy scale, the retarded but then rapid
formation of pairing interactions seems to be typical here,
too.

To confirm the magnetic pairing mechanism, in Fig. 7
we also present the critical value ⇤

c

and the pairing in-
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FIG. 1: Multiloop corrections for �⇤

3,d/m

(top) and �⇤

d/m

(bottom) at the leading order in the bare interaction
(filled black dot). The empty dot represents the bare
fermion-boson vertex �n

3,⌘,0

(q, k) = f
n

(k). The first
diagram on the r.h.s. represents the 1` contribution
while the second part is a multiloop correction.

III. NUMERICAL IMPLEMENTATION

A. Full frequency and momentum parametrization

In order to illustrate the fRG algorithm adopted in
the present work, let us start from the flow equations for
the one particle irreducible (1PI) fermionic vertex in the
1` fRG approximation. In the following, the SU(2), spin
conserving symmetry will be always assumed. Exploiting
this symmetry, the self-energy and two-particle fermionic

vertices can be written as
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in a momentum and energy conserving system.
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where S⇤(p) represents the single-scale propagator spec-
ified in Eq. (16). We formulate the flow equation for �

4

in the channel decomposed form suggested by Husemann
and Salmhofer25
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where the diagrammatic channel index r = {pp, ph, ph}
distinguishes between particle-particle, particle-hole and
particle-hole exchange diagrams and the first dependence
of the functions T ⇤
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refers to the bosonic four-momentum
transfer in the internal loop of their corresponding equa-
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Each of the above equations depends, besides the afore-
mentioned bosonic transfer dependence (k

1

+ k
3

, k
2

� k
1

and k
3

� k
2

), on two fermionic dependencies. Such
mixed ‘bosonic-fermonic’ notation, referred to as ‘non-
symmetrized’ notation, has been substituted in some
work (e.g. in Ref. [28]) by a di↵erent notation where
the dependencies of the four fermionic propagators in-
volved in the scattering process have been chosen sym-
metrically with respect to the bosonic four-momentum
transfer. This symmetrized notation simplifies the imple-
mentation of the symmetries exploited in the fRG code

(see Appendix D and Ref. [28]) but leads to less compact
flow equations. The equations (31a) to (31c) generate
the two-particle reducible vertices (T
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) of the dia-
grammatic parquet decomposition
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The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two
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where the diagrammatic channel index r = {pp, ph, ph}
distinguishes between particle-particle, particle-hole and
particle-hole exchange diagrams and the first dependence
of the functions T ⇤
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transfer in the internal loop of their corresponding equa-
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work (e.g. in Ref. [28]) by a di↵erent notation where
the dependencies of the four fermionic propagators in-
volved in the scattering process have been chosen sym-
metrically with respect to the bosonic four-momentum
transfer. This symmetrized notation simplifies the imple-
mentation of the symmetries exploited in the fRG code

(see Appendix D and Ref. [28]) but leads to less compact
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The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two
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where the diagrammatic channel index r = {pp, ph, ph}
distinguishes between particle-particle, particle-hole and
particle-hole exchange diagrams and the first dependence
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The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two
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the present work, let us start from the flow equations for
the one particle irreducible (1PI) fermionic vertex in the
1` fRG approximation. In the following, the SU(2), spin
conserving symmetry will be always assumed. Exploiting
this symmetry, the self-energy and two-particle fermionic

vertices can be written as
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where the fourth argument of �
4

is determined by k
4

=
k
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+k
3

�k
2

in a momentum and energy conserving system.
The spin-independent flow equation for the self-energy
reads
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where S⇤(p) represents the single-scale propagator spec-
ified in Eq. (16). We formulate the flow equation for �

4

in the channel decomposed form suggested by Husemann
and Salmhofer25
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where the diagrammatic channel index r = {pp, ph, ph}
distinguishes between particle-particle, particle-hole and
particle-hole exchange diagrams and the first dependence
of the functions T ⇤

r

refers to the bosonic four-momentum
transfer in the internal loop of their corresponding equa-
tions
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Each of the above equations depends, besides the afore-
mentioned bosonic transfer dependence (k

1

+ k
3

, k
2

� k
1

and k
3

� k
2

), on two fermionic dependencies. Such
mixed ‘bosonic-fermonic’ notation, referred to as ‘non-
symmetrized’ notation, has been substituted in some
work (e.g. in Ref. [28]) by a di↵erent notation where
the dependencies of the four fermionic propagators in-
volved in the scattering process have been chosen sym-
metrically with respect to the bosonic four-momentum
transfer. This symmetrized notation simplifies the imple-
mentation of the symmetries exploited in the fRG code

(see Appendix D and Ref. [28]) but leads to less compact
flow equations. The equations (31a) to (31c) generate
the two-particle reducible vertices (T
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) of the dia-
grammatic parquet decomposition
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(32)

The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two

10

Figure 9: Frequency dependence of the magnetic fluctuation
channel at weak (left) and strong (right) coupling close to
half-filling for T = 0.08t and t0 = �0.2t.

different incommensurate wave vector compared to the
DMFT-RPA, but the limited momentum resolution of
the DMF2RG calculation does not allow for a conclusive
statement.

To highlight the different frequency structures that
arise in different coupling regimes, we show in Fig. 9 the
frequency dependence of M⇤ for ⌦ = 0 and Q = (⇡,⇡)
at moderate and strong coupling, with ⇤ slightly below
the critical value ⇤

c

. At moderate coupling (U = 4t) the
maximal value of M⇤ is observed for asymptotically large
values of ⌫

1

and ⌫
2

in the frequency region where the
channel competition is less effective. The cross shaped
structure, that can be ascribed to the effect of the feed-
back from the other channels,22 on the other hand, de-
creases the value of M⇤. At strong coupling (U = 8t),
the cross shaped structure is still decreasing M⇤, but
the maximal values are not in the asymptotic region,
but in a localized area for limited values of ⌫

1

and ⌫
2

(and away from the cross shaped structure). Although
a complete explanation of these features in Matsubara
frequency space is complicated, they hint to a different
nature of the magnetic fluctuations at weak or moderate
and at strong coupling.

2. Self-energy

In Fig. 10 we show the imaginary part of the self-energy
in Matsubara space for different points in the BZ, and for
� = 0.18. For this doping value, the flow reaches the fi-
nal ⇤ without encountering any instability, but the mag-
netic fluctuations are already strongly enhanced. There-
fore one could have expected some signature of a strong
momentum differentiation in the self-energy, associated
with a suppression of the spectral weight in the antin-
odal region. This is not observed in our calculation. The
self-energy obtained from the DMF2RG does not devi-
ate qualitatively from the DMFT result, and exhibits
only a slight decrease of the quasiparticle weight31 close
to the antinodes. This result is very similar to the one
we obtained at weak coupling within a conventional fRG

Figure 10: Imaginary part of the self-energy as a function of
Matsubara frequency for different points in the BZ along the
noninteracting Fermi surface (see inset). The local DMFT
self-energy is shown in black. Parameters: U = 8t, T = 0.08t,
t0 = �0.2t and � = 0.18.

scheme with full-frequency dependence.20

3. d-wave pairing fluctuations

As discussed above, the pairing and density channels
do not strongly affect the magnetic one. However the
reverse is not true: the magnetic channel generates d-
wave pairing fluctuations which, for lower temperatures,
are expected to give rise to a pairing instability.

In Fig. 7 (see stars and right axis) we show the maximal
value of D⇤ for the lowest accessible value of ⇤, which
measures the strength of the d-wave pairing interaction.
For dopings much larger than �

c

the pairing interaction
is very small. Decreasing the doping from 0.2 to 0.16 the
d-wave pairing interaction rapidly increases. Decreasing
the doping further, the flow runs into the magnetic insta-
bility and has to be stopped at the critical flow parameter
⇤

c

. The d-wave interaction at the critical scale ⇤

c

then
drops again, to very small values.

These results can be interpreted as follows. For � >⇠ �
c

the magnetic fluctuations become very strong and the
large magnetic channel drives the d-wave interaction to
large values. When the doping is decreased further, the
flow has to be stopped before the d-wave interaction can
fully develop. In the context of the conventional fRG it
has been frequently observed32,33 that the d-wave pairing
increases quite rapidly at a late stage of the flow, as com-
pared to the more gradual increase of the magnetic chan-
nel, which sets in already at high energy scales. While the
flow parameter in DMF2RG is a measure of non-locality
rather than an energy scale, the retarded but then rapid
formation of pairing interactions seems to be typical here,
too.

To confirm the magnetic pairing mechanism, in Fig. 7
we also present the critical value ⇤

c

and the pairing in-
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→ expansion in form factors

-  momentum dependence with “truncated unity” fRG (TU-fRG)
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fermionic dependencies can be treated with controllable
approximations. In the following we illustrated two e�-
cient ways to simplify the treatment of both momentum
and frequency dependencies.

1. Truncated Unity fRG

The approximation for the fermionic momentum de-
pendencies in TUfRG28 is done by the expansion of the
fermionic momentum dependencies in form factors, illus-
trated here for the pp channel

�
pp

(q,k,k0) =
X

n,n

0

f
n

(k)f⇤
n

0(k0)P
n,n

0(q) , (33)

while the expansion of the �
ph

and �
ph

leads analogously
to the objects D

n,n

0(q) and C
n,n

0(q). As proposed in
other papers25,26,28,37,61,62, we choose the form factors
such that they correspond to a specific shell of neighbors
in the real space lattice. The unity

1 =

Z
dp0

X

n

f⇤
n

(p0)f
n

(p) , (34)

which is inserted in the flow equations, contains a com-
plete basis set of form factors. As observed also in pre-
vious works28, converged results can be obtained already
with a small set of form factors. For a fast convergence it
is convenient to include one shell after another, starting
from the local constant form factor and increasing the
distance of neighbors taken into account. The form fac-
tors in this paper are listed in Table I.
A major di�culty in this approach is the feedback of the
di↵erent channels into each other. In addition to the
dressing of the objects by the form factors, the transla-
tion of the notation in momentum and frequency from
one to another channel has to be considered. Computa-
tionally time consuming integrations in momentum space
can be avoided by Fourier transformation and evaluation
in real space. Furthermore the expression of the projec-
tion in terms of a matrix multiplication allows for the
precalculation of the projection matrices which can be
found in the Appendix D.

2. Dynamical fRG

In frequency space, we adopt the simplifications pro-
posed in Refs. [30,47]. For all systems with an instan-
taneous microscopic interaction one can use diagram-
matic arguments to proof that, in the high frequency

regime, the two-particle fermionic vertex exhibits a sim-
plified asymptotic structure. In this region one can re-
duce the three frequencies dependence of �

4

using func-
tions with a simplified parametric dependence. It is
straightforward that, sending all three frequencies to in-
finity, �

4

reduces to the instantaneous microscopic in-
teraction, which in the present case is represented by
the Hubbard on-site interaction U . The contribution of
the reducible vertices �

r

to �
4

becomes non-negligible
if the bosonic frequency transfer is kept finite, while
sending the two secondary fermionic frequencies to in-
finity. This contribution, depending on a single bosonic
frequency transfer on a given channel r, has been de-
noted K

1,r

(i!
l

, q). For models with a instantaneous
and local microscopic interaction, one observes that the
momentum dependencies disappear alongside the fre-
quency dependencies when performing such limits. In
the limit where just one fermionic frequency is sent to
infinity, the vertex �

r

can be parametrized by the func-
tion K

2,r

(i!
l

, i⌫
o

, q, k) +K
1,r

(i!
l

, q). By subtracting the
asymptotic functions to the full object �

r

we obtain the
so-called30,“rest-function” R(i!

l

, i⌫
o

, i⌫
o

0 , q, k, k0) which
decays to zero within a small frequency window. The
parametrization given by K

1/2

allows us to reduced the
numerical cost of computing and storing the two-particle
fermionic vertices. In fact, for any of the three channels,
we calculate the fRG flow of the three-frequency depen-
dent function R on a small low-frequency region and add
the information on the high frequencies by computing the
flow of functions K

1

and K
2

which are numerically less
demanding. The full two-particle reducible vertex �

r

can
be recovered by
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(35)

where K̄
2,r

can be obtained from K
2,r

by exploiting the
time reversal symmetries (see Appendix E 3).

3. Flow equations for TU-dynamical fRG

Finally, applying the aforementioned projection on the
form-factor basis one can write matrix-like 1` approxi-
mated fRG flow equations for the self-energy, the two-
particle fermionic vertex, the fermion-boson vertex and
the susceptibility:

Efficient parametrization of vertex function

✔✔✔

-  formulation using diagrammatic parquet decomposition

N

Husemann and Salmhofer, PRB (2009); Lichtenstein et al., PRB (2017); 
Karrasch et al., EJP (2008); Wentzell et al., PRB (2020)

→ considerable reduction of numerical effort by including asymptotics

-  frequency dependence
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3. Flow equations for TU-dynamical fRG

Finally, applying the aforementioned projection on the
form-factor basis one can write matrix-like 1` approxi-
mated fRG flow equations for the self-energy, the two-
particle fermionic vertex, the fermion-boson vertex and
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Multiloop extension

-  strong suppression of pseudocritical temperature 

-  main effect already at 2l, which appears to be almost at loop convergence

5

FIG. 1. Two-particle vertex decomposed as in Eq. 8 in the di↵erent s-wave channel contributions at zero bosonic frequency
as a function of fermionic frequencies, 1` including the Katanin correction (upper panel) vs. multiloop data (lower panel), for
U = 2 and 1/T = 5.

ent parts of the two-particle vertex and the SDE relating
self-energy and vertex. While these equations are used
in parquet approaches to iteratively find a self-consistent
solution on the one- and two-particle level, applying them
to the final self-energy and vertex of any method is a way
to check its consistency.

In our previous work [57], we focused on two-particle
quantities like the susceptibilities and compared their
outcome directly from the fRG flow with their post-
processed result using the final self-energy and vertex.
Here, we use the SDE to analogously determine the self-
energy. The SDE involves the self-energy itself through

FIG. 2. Antiferromagnetic susceptibility �AF(i! = 0) defined
in Eq. 5 as a function of the bare interaction U , for 1/T = 5.
use post-processing

the full propagator as well as the vertex and reads

⌃(k, i⌫) = �
X

k0q

X

i⌫

0
i!

V (k,k0,k0 + q, i⌫, i⌫0, i⌫0 + i!)

⇥G(k0, i⌫0)G(k+ q, i⌫ + i!)G(k0 + q, i⌫0 + i!)U .
(9)

Here the sum over Matsubara frequencies includes the
normalization factor of T ; the fourth dependence of the
vertex can be recovered by momentum and frequency
conservation. Its diagrammatic representation is shown
on the left-hand side of Fig. 3. Note that we take the
Hartree part implicitly into account by shifting the chem-

FIG. 3. R.h.s. of the Schwinger–Dyson equation for the self-
energy (10), illustrating the contributions of the di↵erent
channels, where solid (dashed) lines carry spin up (down).
The first diagram on the r.h.s. can be calculated using the
convolution theorem and Fast-Fourier transform algorithms.
The other contributions can be determined by first combin-
ing the two-particle reducible vertex (�) and the bare ver-
tex (dot) through the propagator pair of the corresponding
channel (red). Finally, each diagram is closed by a propaga-
tor (black) through the direct summation over frequency and
momentum.

✔✔✔

-  improves truncation by partial inclusion of higher order vertex contributions

-  recovers parquet approximation (PA) at infinite loop order

   → solution satisfies exact relations and is independent of cutoff !

half-filling, T = 0.2t

Kugler and von Delft, PRL (2018); Tagliavini et al., SciPost Phys. (2019)
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FIG. 1: Multiloop corrections for �⇤

3,d/m

(top) and �⇤

d/m

(bottom) at the leading order in the bare interaction
(filled black dot). The empty dot represents the bare
fermion-boson vertex �n

3,⌘,0

(q, k) = f
n

(k). The first
diagram on the r.h.s. represents the 1` contribution
while the second part is a multiloop correction.

III. NUMERICAL IMPLEMENTATION

A. Full frequency and momentum parametrization

In order to illustrate the fRG algorithm adopted in
the present work, let us start from the flow equations for
the one particle irreducible (1PI) fermionic vertex in the
1` fRG approximation. In the following, the SU(2), spin
conserving symmetry will be always assumed. Exploiting
this symmetry, the self-energy and two-particle fermionic

vertices can be written as

⌃
��

0(k) = �
�,�

0⌃
�

(k) = �
�,�

0⌃(k) (27)

�
4,�1�2�3�4(k1, k2, k3) = [��

�1,�4��2,�3�4(k1, k4, k3)

+ �
�1,�2��3,�4�4(k1, k2, k3)] ,

(28)

where the fourth argument of �
4

is determined by k
4

=
k
1

+k
3

�k
2

in a momentum and energy conserving system.
The spin-independent flow equation for the self-energy
reads

⌃̇⇤(k) = �
Z

dpS⇤(p)
h
2 �⇤

4

(k, k, p)��⇤

4

(p, k, k)
i
, (29)

where S⇤(p) represents the single-scale propagator spec-
ified in Eq. (16). We formulate the flow equation for �

4

in the channel decomposed form suggested by Husemann
and Salmhofer25
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2

) ,
(30)

where the diagrammatic channel index r = {pp, ph, ph}
distinguishes between particle-particle, particle-hole and
particle-hole exchange diagrams and the first dependence
of the functions T ⇤

r

refers to the bosonic four-momentum
transfer in the internal loop of their corresponding equa-
tions
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, (31a)
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Each of the above equations depends, besides the afore-
mentioned bosonic transfer dependence (k

1

+ k
3

, k
2

� k
1

and k
3

� k
2

), on two fermionic dependencies. Such
mixed ‘bosonic-fermonic’ notation, referred to as ‘non-
symmetrized’ notation, has been substituted in some
work (e.g. in Ref. [28]) by a di↵erent notation where
the dependencies of the four fermionic propagators in-
volved in the scattering process have been chosen sym-
metrically with respect to the bosonic four-momentum
transfer. This symmetrized notation simplifies the imple-
mentation of the symmetries exploited in the fRG code

(see Appendix D and Ref. [28]) but leads to less compact
flow equations. The equations (31a) to (31c) generate
the two-particle reducible vertices (T

r

= �̇
r

) of the dia-
grammatic parquet decomposition

�
4
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) ⇡ U + �
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1
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1
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) + �
ph
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3

� k
2

, k
1

, k
2

) .
(32)

The two-particle fermionic vertex can be reconstructed
by using Eq. (32). The use of a mixed ‘bosonic-fermonic’
notation allows us to identify the transfer bosonic four-
momentum as the strongest dependence, while the two

iterative
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FIG. 9. Magnetic susceptibility �M(q, i! = 0) as obtained by
fRG* (red), the PA (grey), and dQMC (black), for U = 2 and
1/T = 5. The inset shows the correlation length ⇠ extracted
from �M(q, i! = 0) as a function of U , for 1/T = 5 (see
text for the details of the fitting procedure). replace fRG* by
corresponding post-proc.

fit are between 33 and 45 in fRG*, 69 and 161 in PA,
and 57 in dQMC. The maximal standard deviation error
is 0.027 in fRG*, 0.025 in PA, and 0.028 in dQMC.

In Fig. 10 we show di↵erent subleading susceptibilities
as a function of U , for 1/T = 5: the compressibility , the
(s-wave) charge density wave �

CDW

susceptibility which
equals �

SC,s

for SU(2) spin and charge (particle-hole)
symmetry (see Appendix E for the proof), and the d-wave
superconducting susceptibility �

SC,d

. The quantitative
agreement between fRG*, PA and dQMC results for the
subleading susceptibilities is very good, with the relative
di↵erence of fRG* w.r.t. the PA at U = 3 being 13% for
, 10% for �

CDW

, and 1.5% for �
SC,d

, and w.r.t. dQMC
18% for , 12% for �

CDW

, and 2.6% for �
SC,d

. Note that
the compressibility  is also consistent with Ref. [87]. The
good agreement between fRG* and PA, both a↵ected by
the form-factor truncation, and the exact dQMC justifies
a computation with only the local s-wave form factor.

All subleading susceptibilities , �
CDW

, �
SC,s

and
�
SC,d

decrease with U , since the growing AF fluctuations
lead to stronger screening of the subleading fluctuations.
Figure 11 shows a more detailed analysis of the di↵er-
ent contributions to the susceptibility and particularly
of the importance of the vertex corrections. We further-
more show the ‘uncorrelated’ susceptibilities in terms of
dressed Green’s functions (without vertex corrections)

�
AF,GG

= �
CDW,GG

=
1

2

X

i⌫

⇧
ph,0 0

(q = (⇡,⇡), i! = 0, i⌫) (14a)


GG

= 2
X

i⌫

⇧
ph,0 0

(q = (0, 0), i! = 0, i⌫) (14b)

FIG. 10. Plot of the (a) compressibility , (b) charge density
wave �CDW = �SC,s, and (c) superconducting susceptibility
�SC,d(i! = 0) as a function of U , as obtained by fRG* (red),
the PA (grey), and dQMC (black), for 1/T = 5.

�
SC,d,GG

=
1

2

X

i⌫

⇧
pp,1 1

(q = (0, 0), i! = 0, i⌫) (14c)

where the form-factor index 0 stands for s-wave and 1 for
d-wave. They all decrease with U , as a consequence of
self-energy screening e↵ects. The vertex contributions,
given by the di↵erence to the full susceptibilities, ex-
hibit a richer physical behavior: they lead to a reduc-
tion or screening of the bare  and �

SC,s

susceptibilities,
whereas �

SC,d

and most prominently �
AF

are enhanced
w.r.t. their bare values. For �

SC,d

the vertex corrections
are not strong enough to induce an overall increasing sus-
ceptibility. This occurs only for �

AF

, where the vertex
corrections are indeed dominant.

B. Self-energy

We now discuss the frequency and momentum depen-
dence of the self-energy and their comparison as obtained
from the di↵erent methods. In Fig. 12 we show the imag-
inary part at the nodal k = (⇡/2,⇡/2) and antinodal
k = (⇡, 0) point as a function of U , for 1/T = 5. The
agreement between fRG* and the PA is almost perfect for
small values of U , with increasing deviations for larger
U . In particular, for the first Matsubara frequency (up-
per panels) the relative di↵erence between fRG* and PA
amounts to only 2% for U = 3, while for the second Mat-

U = 2t, T = 0.2t

-  AF peak dominant at half-filling

-  excellent agreement with PA and determinant dQMC → quantitative fRG ! 

Magnetic susceptibility at half filling

Hille et al., PRReserach (2020)



Evolution with interaction

Multiloop fRG results

✔✔✔

9

ically exact method and is commonly applied for finite-
temperature [78, 79] calculations of interacting fermion
systems. The basic idea of the dQMC algorithm is to
decouple the two-body interaction into noninteracting
fermions coupled with auxiliary fields, and to compute
the fermionic observables via importance sampling of the
fields. To achieve that, a Trotter decomposition and a
Hubbard–Stratonovich (HS) transformation are succes-
sively used, after the discretization for the inverse tem-
perature as � = M�⌧ . The systematic error from fi-
nite �⌧ can be removed by extrapolations with several
di↵erent �⌧ values. For further details, we refer to re-
views [80, 81]. In this work, we choose �⌧ t = 0.02
which has been tested to safely reach the �⌧ ! 0 limit.
In this work, we have also implemented our most re-
cent improvements [82, 83] of the dQMC algorithm. For
the computation of dynamical quantities, we first mea-
sure the imaginary-time correlation functions, and then
obtain the imaginary-frequency observables via Fourier
transformation. Specifically, for the self-energy we im-
plemented the Legendre polynomial representation [84]
for the imaginary-time single-particle Green’s function
G(k, ⌧) to compute G(k, i⌫), and subsequently applied
the Dyson equation. This yields smooth self-energy re-
sults even for high frequencies. All dQMC data presented
here are found to converge to the thermodynamic limit
for a linear system size of L = 28 (with the number of
lattice sites being N = L2) for half filling and L = 24
away from it. As for statistics, we typically use in total
105 measurement samples after the Markov Chain equi-
librium process. The error bars are significantly smaller
than the corresponding symbol and thus neglected in the
plots.

V. RESULTS AT HALF FILLING

We now compare di↵erent physically relevant quanti-
ties as obtained from fRG*, the PA, and the numerically
exact dQMC. In particular, we first focus on the vari-
ous susceptibilities in Section VA and then present the
results for the self-energy in Section VB.

A. Susceptibilities

We first present the results for the leading AF suscep-
tibility, �

AF

, in the half-filled 2D Hubbard model as a
function of the bare interaction strength U . In Fig. 8 we
report fRG* (red), PA (grey), and dQMC data (black),
together with the relative di↵erence of fRG* w.r.t. PA
and dQMC shown in the inset. Up to U = 2.5, fRG* and
PA coincide with a relative di↵erence of  1% (indicated
by the green shaded area). For larger values of U , the
convergence of fRG* in frequencies and also in loop num-
bers becomes numerically challenging and is not reached
yet, see also Appendix A. This leads to the observed de-
viations from the PA solution. The di↵erences between

FIG. 8. Antiferromagnetic susceptibility �AF as a function
of U , as obtained by fRG* (red), the PA (grey), and dQMC
(black), for 1/T = 5. Inset: relative di↵erence.

the PA and the numerically exact dQMC data are essen-
tially due to the fully two-particle irreducible diagrams
not included in the PA. These diagrams contribute to
fourth order in U ; the corresponding relative di↵erence
amounts to �

rel

' 0.003U4. A second source of the
di↵erences between the PA solution and dQMC is given
by the form-factor expansion of the two-particle vertex
which accounts only for the local s-wave part. Due to
perfect nesting, the physics at half filling is dominated by
magnetic fluctuations peaked at q = (⇡,⇡) and at small
coupling, there is only a small quantitative correction
due to the form-factor truncation [56]. Away from half
filling, where we expect superconducting d-wave compo-
nents to become relevant, we will extend the form-factor
truncation to include them in Section VI.
Figure 9 shows the momentum dependence of the mag-

netic susceptibility at zero frequency �
M

(q, i! = 0), for
U = 2 (and 1/T = 5). The results of fRG*, the PA, and
dQMC exhibit excellent quantitative agreement. The
largest deviation is found at M = (⇡,⇡) which corre-
sponds to the AF susceptibility shown in Fig. 8 for dif-
ferent values of U . We note that for all other frequencies
i! 6= 0 the AF susceptibility of fRG* perfectly agrees
with the one of the PA. While the AF peak height ob-
tained from fRG* does not converge perfectly to the PA
for U > 2, the correlation length ⇠ extracted from its
width shows a very good agreement between the di↵er-
ent methods, see inset in Fig. 9. The correlation length
is fitted to all points of �

M

(q, i! = 0) within a distance
of 0.3⇡ from M , through

�(q, i! = 0) ⇠ 1

4 sin2( qx�⇡

2

) + 4 sin2( qy�⇡

2

) + ⇠�2

,

(13)

which reduces to the Ornstein–Zernike form for small mo-
mentum di↵erences q

x

� ⇡ and q
y

� ⇡ (cf. Ref. [85 and
86]). The number of momenta taken into account for the
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FIG. 9. Magnetic susceptibility �M(q, i! = 0) as obtained by
fRG* (red), the PA (grey), and dQMC (black), for U = 2 and
1/T = 5. The inset shows the correlation length ⇠ extracted
from �M(q, i! = 0) as a function of U , for 1/T = 5 (see
text for the details of the fitting procedure). replace fRG* by
corresponding post-proc.

fit are between 33 and 45 in fRG*, 69 and 161 in PA,
and 57 in dQMC. The maximal standard deviation error
is 0.027 in fRG*, 0.025 in PA, and 0.028 in dQMC.

In Fig. 10 we show di↵erent subleading susceptibilities
as a function of U , for 1/T = 5: the compressibility , the
(s-wave) charge density wave �

CDW

susceptibility which
equals �

SC,s

for SU(2) spin and charge (particle-hole)
symmetry (see Appendix E for the proof), and the d-wave
superconducting susceptibility �

SC,d

. The quantitative
agreement between fRG*, PA and dQMC results for the
subleading susceptibilities is very good, with the relative
di↵erence of fRG* w.r.t. the PA at U = 3 being 13% for
, 10% for �

CDW

, and 1.5% for �
SC,d

, and w.r.t. dQMC
18% for , 12% for �

CDW

, and 2.6% for �
SC,d

. Note that
the compressibility  is also consistent with Ref. [87]. The
good agreement between fRG* and PA, both a↵ected by
the form-factor truncation, and the exact dQMC justifies
a computation with only the local s-wave form factor.

All subleading susceptibilities , �
CDW

, �
SC,s

and
�
SC,d

decrease with U , since the growing AF fluctuations
lead to stronger screening of the subleading fluctuations.
Figure 11 shows a more detailed analysis of the di↵er-
ent contributions to the susceptibility and particularly
of the importance of the vertex corrections. We further-
more show the ‘uncorrelated’ susceptibilities in terms of
dressed Green’s functions (without vertex corrections)

�
AF,GG

= �
CDW,GG

=
1

2

X

i⌫

⇧
ph,0 0

(q = (⇡,⇡), i! = 0, i⌫) (14a)


GG

= 2
X

i⌫

⇧
ph,0 0

(q = (0, 0), i! = 0, i⌫) (14b)

FIG. 10. Plot of the (a) compressibility , (b) charge density
wave �CDW = �SC,s, and (c) superconducting susceptibility
�SC,d(i! = 0) as a function of U , as obtained by fRG* (red),
the PA (grey), and dQMC (black), for 1/T = 5.

�
SC,d,GG

=
1

2

X

i⌫

⇧
pp,1 1

(q = (0, 0), i! = 0, i⌫) (14c)

where the form-factor index 0 stands for s-wave and 1 for
d-wave. They all decrease with U , as a consequence of
self-energy screening e↵ects. The vertex contributions,
given by the di↵erence to the full susceptibilities, ex-
hibit a richer physical behavior: they lead to a reduc-
tion or screening of the bare  and �

SC,s

susceptibilities,
whereas �

SC,d

and most prominently �
AF

are enhanced
w.r.t. their bare values. For �

SC,d

the vertex corrections
are not strong enough to induce an overall increasing sus-
ceptibility. This occurs only for �

AF

, where the vertex
corrections are indeed dominant.

B. Self-energy

We now discuss the frequency and momentum depen-
dence of the self-energy and their comparison as obtained
from the di↵erent methods. In Fig. 12 we show the imag-
inary part at the nodal k = (⇡/2,⇡/2) and antinodal
k = (⇡, 0) point as a function of U , for 1/T = 5. The
agreement between fRG* and the PA is almost perfect for
small values of U , with increasing deviations for larger
U . In particular, for the first Matsubara frequency (up-
per panels) the relative di↵erence between fRG* and PA
amounts to only 2% for U = 3, while for the second Mat-

half filling, T = 0.2t

deviations with increasing interaction (corrections to dQMC of 4. order) 

→ convergence becomes more challenging

Hille et al., PRReserach (2020)
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U = 2t, t’ = -0.32t, T = 0.2t
Magnetic susceptibility at finite doping

very high accuracy, despite convergence 

in form factors not fully achieved

Hille et al., PRReserach (2020)
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-  large effect of multiloop corrections included in 2l, correct to O(U3)

Susceptibilities as a function of doping

→ Poster S. Heinzelmann
SciPost Physics Submission

Figure 2: Leading s-wave magnetic �M(qmax, 0), and d-wave density �D(qmax, 0)
and superconducting �SC(qmax, 0) susceptibilities of Fig. 1, comparing the results ob-
tained from the flow (lighter colors) to the ones from post-processing (darker colors).

Using the parquet decomposition for the magnetic vertex, gives

VM =�⇤2PI +�M +
1
2

Pph!ph
�
�M ��D
�
� Ppp!ph�SC , (9)

with ⇤2PI = �U�m,0�n,0 and the projection operators Pr!r 0�⌘ between the diagrammatic
channels r, r 0 = pp, ph, ph which are required for the translation of the channel-specific no-
tation, see Appendix A. As a consequence, there are two contributions of �M: one originating
from �ph = ��M and the other one from in �ph = �

�
�M ��D
�
/2, in which the projection

from the particle-hole to the crossed particle-hole notation used for VM leads to a different
momentum and frequency dependence. Thus, the magnetic susceptibility is composed by

�M(q, i!) =�M,0(q, i!)�
⇥
�M,0⇤2PI�M,0
⇤
(q, i!)

+
⇥
�M,0�M�M,0
⇤
(q, i!) +

1
2

î
�M,0Pph!ph
�
�M ��D
�
�M,0
ó
(q, i!)

�
î
�M,0Ppp!ph�SC�M,0

ó
(q, i!) , (10)

which allows us to determine the importance of the different channels. As shown in Fig. 3, the
static (s-wave) magnetic susceptibility �M is driven by the vertex correction, in particular by
the contribution of the crossed particle-hole channel �M = ��ph and not by Pph!ph�M (in the
figure we refer to �M,ph and �M,ph, respectively). In fact, in the projection from the particle-
hole to the crossed particle-hole channel only the momentum average adds to the latter. All
other contributions are negligible for the considered parameters of U = 3, t 0 = �0.15, and
� = 15.

The large AF fluctuations, which increase with the interaction U as well as at lower tem-
peratures, originate in the ladder diagrams. This can be deduced from the comparison to
the RPA reported in Fig. 4 together with 1` fRG results. The susceptibility obtained from the
crossed particle-hole ladder of the RPA is drastically lowered by the inclusion of inter-channel
feedback in the fRG. This trend is enhanced with increasing loop order and can be understood

8
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Figure 1: Maximal values of s- and d-wave magnetic �M(qmax, 0), density
�D(qmax, 0), and superconducting �SC(qmax, 0) susceptibilities as obtained from the
fRG in the 2` truncation (by post-processing), for U = 3, t 0 = �0.15, and � = 15.
In the magnetic channel the value at q = (⇡,⇡) is added (dashed line). Note the
logarithmic scale, highlighting the different orders of magnitude.

While the provided 2` results are not converged in loop order, they include the first explicit
correction terms for the two-particle vertex flow [62,63]. On a qualitative level, its addition to
the Katanin substitution is correct up to O(U3), in contrast to O(U3) of the conventional one-
loop scheme. On a quantitative level, the 2` contributions are typically the most important
ones [37]. This is confirmed by the small deviations with respect to the the results obtained
from the flow of the response function, reported in Fig. 2. Except for a region around half-
filling, we observe almost no differences to the post-processed susceptibilities. For a more
detailed analysis of the effect of higher loop orders we refer to Section 3.4.

In the following we will perform a fluctuation diagnostics to identify the dominant two-
particle scattering processes controlling the physical response of the system. We will also
discuss the effects of higher loop orders, as well as explore different parameter ranges.
[SA: in order to also discuss incommensurability, show fluct. diagn. (just bubble and

vertex) for the different channels along a path in the BZ]

3.1 Magnetic susceptibility

The s-wave component of �M is the dominant susceptibility at half-filling, exceeding the largest
subleading susceptibilities by two orders of magnitudes (see Fig. 1). The pronounced peak
around momentum Q= (⇡,⇡) indicates strong AF fluctuations. At finite doping, the absolute
value decreases considerably with �. We also observe that the wave vector qmax corresponding
to the maximum becomes incommensurate, as expected for larger dopings [10,12,13,64]. At
hole doping, the associated maximal value of �M exhibits a pronounced shoulder, in agreement
with previous findings []. [SA: for Ale: add refs.; discuss and show plots?]

In order to perform a fluctuation diagnostics for the s-wave magnetic susceptibility �M

and thereby trace the driving contributions to the AF peak, we insert the self-energy and the
two-particle vertex obtained from the flow into the post-processing relation Eq. (7) for ⌘ =M.

7

-  AF fluctuations dominate

-  superconducting d-wave fluctuations expected to grow at lower T

→ become incommensurate at larger doping

U = 3t, t’ = -0.15t, T = 0.067t
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Fluctuation diagnostics

vertex driven,
in particular by
crossed p-h channel

SciPost Physics Submission

Figure 3: Fluctuation diagnostics for the s-wave magnetic susceptibility �M(q, 0) of
Fig. 1, evaluated both in correspondence of qmax (solid lines) and q= (⇡,⇡) (dashed
lines). The vertex corrections dominate over the bare bubble and are determined es-
sentially by the contribution from the crossed particle-hole channel �M,0�M,ph�M,0,
whereas the one from the particle-hole channel �M,0�M,ph�M,0 is negligible (the
contributions from �M,0�SC�M,0 and �M,0�D�M,0 are smaller than 0.01 and not re-
ported).

from a diagrammatic point of view: the RPA includes only ladder diagrams yielding a mag-
netic susceptibility of the form �M,0

�
1� U�M,0
��1

which is prone to divergences. The 1` fRG,
while still biased towards ladder diagrams, also partially accounts for parquet diagrams. With
increasing loop order this bias is gradually lifted4 as diagrams of increasing order in U are
fully included. For 2` they are accounted for correctly up to O(U3). Also the imaginary part of
the self-energy plays a crucial role in renormalizing the bubble contribution �M,0, especially
around half-filling. In its evaluation with the Schwinger-Dyson equation, the self-energy itself
appears to be controlled by the AF fluctuations [41,67].
[SA: for Ale: complementary fluct. diagnostics as in the paper by Lorenzo and Georg?]

3.2 Density susceptibility

In Fig. 5... [SA: add discussion including both CDW and CO]

3.3 Superconducting susceptibility

In analogy to the analysis performed for the magnetic channel, we determine the bubble and
vertex contributions to the s- and d-wave superconducting susceptibility �SC. Inserting the

4We note that the convergence towards the parquet approximation exhibits a characteristic oscillatory behavior
in the loop order [37,66].
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2.3 Post-processing of the susceptibilities and fluctuation diagnostics

We compute the physical susceptibilities�⌘(q, i!) in Matsubara frequency space, where⌘ =M/D/SC
indicates the magnetic (or spin), density, and superconducting channels, respectively. For their
definition and the employed conventions we refer to Ref. 38.

Analogously to the n-particle vertex functions, differential flow equations can be derived
also for the response functions and susceptibilities [37]. Alternatively, the susceptibilities can
be determined by a so-called post-processing procedure, where only the self-energy and two-
particle vertex at the end of the flow are inserted into the exact equation

�⌘(q, i!) =
X

i⌫

⇧⌘(q, i!, i⌫) +
X

i⌫,i⌫0
⇧⌘(q, i!, i⌫)V⌘(q, i!, i⌫, i⌫0)⇧⌘(q, i!, i⌫0)

:= �⌘,0(q, i!) +
⇥
�⌘,0V⌘�⌘,0
⇤
(q, i!) . (7)

�X (q, i!) =
X

i⌫

⇧X (q, i!, i⌫) +
X

i⌫,i⌫0
⇧X (q, i!, i⌫)VX (q, i!, i⌫, i⌫0)⇧X (q, i!, i⌫0)

:= �X ,0(q, i!) +
⇥
�X ,0VX�X ,0
⇤
(q, i!) . (8)

The components of ⇧⌘ are determined by the form factors via

�⌘,0
mn (q, i!)

Ç
=
X

i⌫

⇧⌘mn(q, i!, i⌫)

å
=
X

i⌫

Z
dp f ⇤n (p) fm(p)G(p, i⌫)G(q± p, i!± i⌫) , (9)

with the +/� for ⌘ = D, M/SC respectively. The compact representation introduced above
for the matrix product including the sum over the fermionic frequencies highlights the struc-
ture of the two contributions to the susceptibility: the bare bubble and the vertex correction.
These can be determined individually. Moreover, Eq. (7) represents the starting point for the
fluctuation diagnostics, where the vertex correction is further broken down into separate con-
tributions from the bare vertex and the different channels by using the parquet decomposition
Eq. (5), see also Refs. 58–60. In the following, we will focus on the zero frequency (i! = 0)
susceptibilities.

We note that in the multiloop fRG, both computation schemes, from the flow of the re-
sponse functions and from post-processing, become equivalent at loop convergence [37, 61].
At finite loop order, we use the post-processing susceptibilities since the multiloop corrections
affect the post-processed susceptibilities only at third order (the flowing ones at second order)
in the renormalized interaction [38] and hence converge faster in the number of loops [37].

3 Results

We now present the (2`) results for the susceptibilities. An overview is shown in Fig. 1 showing
the evolution of the various susceptibilities with the doping for the representative parameters
of U = 3, t 0 = �0.15, and � = 15. The finite next-nearest neighbour hopping amplitude t 0

breaks the particle-hole symmetry which is reflected by the phase diagram no longer being
symmetric around half-filling. The dominant susceptibility is the s-wave magnetic �M one, for
almost all dopings except for very large values where two-particle interaction effects play a
vanishing role and the physics is dominated by Fermi-liquid behavior. The maximum around
half-filling occurs in correspondence of the AF wave vector q = (⇡,⇡). Its height decreases
with increasing doping leading to damping at large dopings. At the same time, �M eventually
becomes incommensurate at around 10% hole and 20% electron doping, as indicated by the

6

magnetic channel

Gunnarsson et al., PRL (2015)



2l fRG study

✔✔✔

SciPost Physics Submission

parquet decomposition of VSC into Eq. (7), we obtain

�SC(q, i!) =�SC,0(q, i!) +
⇥
�SC,0⇤2PI�SC,0
⇤
(q, i!)

�
î
�SC,0Pph!pp�M�SC,0

ó
(q, i!)� 1

2

⇥
�SC,0Pph!pp
�
�M ��D
�
�SC,0
⇤
(q, i!)

+
⇥
�SC,0�SC�SC,0
⇤
(q, i!) . (11)

The different contributions both for s- and d-wave superconducting susceptibilities, evaluated
in correspondence of the maximum at q = (0,0) and i! = 0, are displayed in Fig. 6 as a
function of the hole doping, for the reference parameters of Fig. 1. Comparing the overall
values, the d-wave �SC clearly dominates over the s-wave one. This is due to the cancellation
between the s-wave bubble and the vertex contribution, which is absent in the d-wave compo-
nents. [SA: Ale: interpretation of negative vertex correction as signature of effective attractive
interaction?] The different contributions to the latter will be discussed in the following, where
the detailed analysis of Eq. (11) allows us to identify the driving channels.

s-wave d-wave

Figure 6: Fluctuation diagnostics of the superconducting susceptibility �SC(0, 0) of
Fig. 1, both for the s- and d-wave components (left and right panels respectively).
Note that although the absolute values of the different d-wave contributions are
smaller than the respective s-wave ones, they add up instead. In contrast, the nega-
tive sign of several s-wave contributions leads to a partial cancellation. [SA: please
check if figures can be that large; labels appear smaller than in single panel figs.,
especially the legend, can that be inserted in the panels?]
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Figure 8: Temperature dependence of the
contributions to the d-wave superconducting
susceptibility �SC(0,0) of Fig. 6,
for � = 21.5. [SA: verify aspect ratio]
[SA: show also results at other values of �?]
[SH: The placement of figures and captions
is work in progress]

Figure 9: Multiloop dependence of the
contributions to the d-wave
superconducting susceptibility �SC(0,0)
of Fig. 6, for � = 21.5.
[SA: same comments as above].
Note that the Katanin substitution is
added as 1.5 `.

in frequency space of two bare bubbles and the vertex itself, see Eq.?? so the presence of the
same double dome structure in the vertex part is not surprising. The largest contribution to
the vertex part comes from �M followed by �SC and �D. Interestingly the origin of the latter
is to be found in �D

00 and not the much larger �D
11. While ⇤2PI

mn is not small itself the mixed s-
and d-wave bubbles in
⇥
�SC,0⇤2PI�SC,0
⇤

11 (q, i!) =
X

i⌫,i⌫0
⇧

pp
10(q, i!, i⌫)U⇧pp

01(q, i!, i⌫0) (12)

vanish for q = 0. Both [�SC,0�M�SC,0]11 and [�SC,0�SC�SC,0]11 increase when lowering the
temperature but the growth is strongest for the latter and by � = 40 they are similar in size.

3.3.3 Connection of the anti-ferromagnetic peak and �SC,0�M�SC,0

[SA: sub, reorganize] To investigate the influence the magnetic channel in general and the AF
peak in particular have on the maximum of the d-wave SC susceptibility �SC

11 (q, i! = 0) we
analyze 3

2

⇥
�SC,0�M�SC,0
⇤

11 (q, 0) analytically. The full derivation can be found in Appendix
E.1 and yields

3
2

⇥
�SC,0�M�SC,0
⇤

11 (q, 0)⇡
X

i⌫,i⌫0
⇧

pp
11(q, 0, i⌫)⇧pp

11(q, 0, i⌫0)

1
2

Z

BZ
dp
Å
�1

2
(cos px + cos py)� (cos (px � qx) + cos (py � qy))

ã
�M

00(0, i⌫, i⌫0,p). (13)

The bubble⇧pp
11 reaches its maximum at q= (0, 0) independent of doping. In the region where

commensurate anti-ferromagnetism dominates �M
00(0, i⌫, i⌫0,p) has its maximum at p= (⇡,⇡)

but moves to (⇡ � �,⇡) for larger dopings. It is weighted by the factor -1
2(cos px + cos py)

-(cos (px -qx) + cos (py -qy)) which stems from form factor projections Pph!pp and Pph!pp be-
tween the channels. In the AF region the maximum of the bubble at q = (0, 0) and the maxi-
mum of �M

00 at p= (⇡,⇡) coincide with the maximum of the weighing factor originating in the

13

importance of vertex corrections 
increases at lower T

-  substantial reduction by multiloop corrections ! 
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(a) Graphical representation of the Hubbard model. Two of many proposed phase diagrams of the model at intermediate
interaction strength, at finite (b) and zero temperature (c). Note (see Sec. 2) that (b) and (c) are mutually inconsistent,
that in (b) charge ordered phases are missing and the precise location of phases and boundaries are hotly debated. In (c)
the ground state in the large doped region is Fermi liquid-like with an instability towards pairing through the
Kohn-Luttinger e↵ect (33).

Despite these radical simplifications, the model has proven itself as a powerful tool for

investigating correlated electron physics. On one hand, its relevance to cuprate physics has

provided an early motivation for studying the model’s phase diagrams and ground states.

On the other hand, its simplicity has made it an ideal target for early quantum simulators,

where many-body phenomena can be investigated without the complication of many of the

e↵ects present in realistic condensed matter systems.

Theoretically, the presence of metallic, insulating, ferro- and antiferromagnetic, super-

conducting, and charge-ordered phases in a model with very few parameters has proven an

appealing testbed for new analytical methods. However, it became apparent early on that

the standard analytical toolkit of condensed matter theory was insu�cient to describe this

rich physics to the desired accuracy, and that sophisticated numerical methods would have

to be used instead (83). This led to the development of a wide range of numerical tools based

on many di↵erent approximations and approaches (152, 224), including diagonalization, di-

agrammatics, tensor network, variational, series expansion, Monte Carlo, and embedding

methods. While di↵erent approaches often led to di↵erent answers in earlier years, the

situation has significantly improved more recently. Thanks to algorithmic advances and an

increase of computing power, several methods have started to reproduce consistent results,

leading to a growing consensus on various aspects of the Hubbard model.

1.1. Purpose and structure of this article

In this article we review the recent progress in solving the Hubbard model from a computa-

tional perspective. We highlight results in which consensus has been reached among several

numerical approaches and identify open challenges and their prospect of being resolved in
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The doped 2D Hubbard model at weak coupling

Pseudogap

ordering. This low-T exponential regime is to be expected
since, there, the charge degrees of freedom are frozen out
by the gap and the system enters the insulating regime ⑤, as
indicated by the black dashed line, TAN;DiagMC

! . In this
regime, the effective spin dynamics is expected to be
described by a nonlinear sigma model, and this exponential
growth is typical of the lower critical dimension d ¼ 2
[34,101–104]. The first exponential observed in the met-
allic regime is more surprising and will be discussed in
more detail below. Let us stress that, because of the reasons
already mentioned for single-particle quantities, both
benchmark methods are limited in terms of the temper-
atures they can reach (Tmin ≈ 0.07). Note that the lowest
reachable temperature can differ from that for the self-
energy.
The inclusion of short-range correlations with CDMFT

leads to (i) a quantitative agreement with the benchmark
until T ≈ 0.1 and (ii) only a slight drop of the Néel
temperature in comparison to DMFT, to TNéel ≈ 0.073.
In principle, as the cluster extensions of DMFT are
controlled methods, the Mermin-Wagner theorem is
restored in the infinite-cluster-size limit. However, this
restoration has been shown to be logarithmic in the strong-
coupling regime [105], which is in agreement with this very
small change in TNéel (see also Ref. [71]).
Turning to the diagrammatic extensions of DMFT, in the

left panel of Fig. 15, one can see that DΓA (left panel), which
respects the Mermin-Wagner theorem [51,53,54,106], cap-
tures well the different regimes of the benchmark (Curie law
at high temperatures and the two exponential regimes). The
small quantitative underestimation observed heremay poten-
tially be cured by an improved version of the Moriya λ
correction [51] or a more thorough treatment of the asymp-
totics of the vertex function as a function of frequency
[107–109]. DF and single-shot DB agree well with the
benchmark where the algorithm can be reliably converged.
In the case of TRILEX (central panel), we present results

for different variants of the method, all of which seem to
capture a low-temperature exponential scaling, however,
with different degrees of accuracy: Whereas single-site
TRILEX (red circles, solid line) and cluster TRILEX with
two cluster sites (TRILEX Nc ¼ 2, orange squares) largely
underestimate the values of the susceptibility, the result is
significantly improved by increasing the cluster size to four
(TRILEXNc¼4, yellow circles). Remarkably, the TRILEX
variant with the electron-boson vertex inserted on both
sides (TRILEX Λ2, red triangles; see Appendix D 8) seems
to be on top of the cluster Nc ¼ 4 results. Investigating how
these values eventually converge to the exact results with
Nc → ∞ is left for future studies.
We finally turn to the other methods (right panel): Both

PA and fRG quantitatively capture the high-T Curie regime.
The PA appears to systematically underestimate χsp from
1=T ¼ 10 on, whereas fRG overestimates it. Let us com-
ment here that, although the presented fRG scheme does

not fulfill the Mermin-Wagner theorem, its recent multiloop
extension [56–58] and the PA do [60,62] (see also
Ref. [55]). Both TPSC and TPSC+ are in agreement with
the benchmarks at high temperature, but, as already
mentioned in the previous section about the self-energy,
the spin-fluctuation intensity is significantly overestimated
in TPSC with respect to the benchmark (right panel). This
overestimation is improved again in the TPSC+.
Our results also demonstrate that, remarkably, neither the

fact that the Mermin-Wagner theorem is respected by a
theory nor that a theory uses self-consistent interacting
Green functions guarantees a quantitatively better result, as
can be inferred by a comparison of the TPSC or PA result
with the benchmark, respectively.

B. Magnetic correlation length

The spatial range of antiferromagnetic spin correlations
can be quantified by the magnetic correlation length ξ,
which, in practice, can be extracted by a fitting procedure
using the Ornstein-Zernike (OZ) form of the bosonic
propagator [110]:

χspðq; iΩn ¼ 0Þ ¼ A
ðq −QÞ2 þ ξ−2

: ð11Þ

The results presented in this section were obtained using a
slightly modified form of the OZ expression, appropriate for
a model on a lattice, as described in Appendix A. Note that
weneglect (small) deviations from theOZ formbeyondmean
field. Within the OZ form, the AF static susceptibility
discussed previously obeys χðQ; iΩn ¼ 0Þ ∼ Aξ2.
Figure 16 shows the correlation length ξ obtained via

such a fitting procedure applied to the susceptibility data
from the different methods. One can immediately see that
the curves are, to a large extent, qualitatively similar to the
susceptibility curves of Fig. 15. Interestingly, the inter-
mediate-T exponential behavior in the metallic regime is
clearly visible in the DiagMC benchmark data. The lowest-
T exponential regime in the insulator is hard to reach with
DiagMC, but it is obtained in DΓA (and, less clearly, in PA
and TRILEX), which can be used down to lower temper-
ature than the benchmark methods. We note, however, that
sizable quantitative differences do exist between the differ-
ent methods at low T, and hence we conclude that the
precise determination of the correlation length in the low-T
regime, where it becomes exponentially large, is a chal-
lenge for all state-of-the-art computational methods cur-
rently available.

C. Three regimes of magnetic correlations

Summarizing, we observe three successive regimes for
magnetic correlations as the temperature is lowered. At
high T (≳1=5), a Curie mean-field behavior is found with a
small correlation length (≲2), and all methods (except
static MFT) are basically in quantitative agreement in this
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A. Self-energy flow and e↵ective quasiparticle
weight

We here present results for the self-energy as obtained
from the fRG calculation using the derivative of the SDE.
In particular, we show how long-range AF fluctuations
are responsible for the a gap opening also at finite doping.

The presence of quasiparticles in a Fermi liquid is
equivalent to a non-zero quasiparticle weight Z(k) =
(1 � @

⌫

Re⌃(⌫,k)|
⌫!0)�1, where ⌫ is a real frequency

[31]. In the low-temperature limit, @
⌫

Re⌃(⌫,k)|
⌫!0

can be translated to Matsubara frequencies, where the
gap opening can be directly read o↵ from the imagi-
nary part of the self-energy. The onset of a pseudogap
can be detected by the change of slope in the imaginary
part of the self-energy at the lowest frequencies (see also
Refs. [5, 6, 9, 32]). Therefore, we study

@
i⌫

Im⌃(k, i⌫)|
i⌫=i⇡T

=
Im⌃(k, 3i⇡T )� Im⌃(k, i⇡T )

2⇡T
,

(4)

with @
i⌫

Im⌃(k, i⌫)|
i⌫=i⇡T

 0 corresponding to the
Fermi-liquid-like regime and @

i⌫

Im⌃(k, i⌫)|
i⌫=i⇡T

> 0
to a pseudogap at momentum k.

Let us first analyse the flow of the e↵ective quasipar-
ticle weight @

i⌫

Im⌃(k, i⌫)|
i⌫=i⇡T

displayed in Fig. 1 as
a function of the flowing interaction U , for various val-
ues of the chemical potential (the corresponding fillings
are shown in Fig. 7 below). We report the values at the
node (circles) and antinode (diamonds), see Fig. 2 for
their location. The end point on the right defines the
so-called pseudo-critical interaction at which the max-
imal component in one of the vertex channels exceeds
103. According to the definition (4), a zero corresponds
to the crossing of the imaginary parts of the self-energy at
the first and second Matsubara frequency, which at suf-
ficiently low temperatures is associated with a smooth,
non-critical transition between a Fermi liquid and an in-
sulating behavior [9]. In particular, this transition occurs
first at the antinode and only for larger values of the bare
interaction at the node. The region in between identifies
the pseudogap regime.

For the self-energy as a function of the Matsubara fre-
quency, this corresponds to the following behavior: below
the gap opening (for bare interactions close to the gap
opening), the characteristic Fermi-liquid behavior with
an upturn towards zero at low frequencies; at the antin-
ode, the self-energy already exhibits a tendency to a non-
Fermi-liquid behavior, which, once the gap is opened,
turns into a slight and subsequently more pronounced
downturn at the first Matsubara frequency. At the node,
this behavior occurs only for interactions very close to
the pseudo-critical interaction (see Ref. [33] for details).

Concerning the dependence on the chemical potential,
in proximity of half filling (µ = 0) the pseudogap open-
ing sets in at smaller values of the bare interaction, see
also Fig. 7 for the respective values of the filling. A
similar behavior is observed also for varying t0, at a fixed

FIG. 1. @i⌫ Im⌃(k, i⌫) at i⌫ = i⇡T , evaluated at the node
kn (circles) and antinode kan (diamonds) as a function of
the flowing interaction U , for di↵erent values of the chemical
potential µ, at t0 = �0.15 and 1/T = 20. A zero crossing indi-
cates the opening of a gap in correspondence of the respective
momentum. [remove µ = �0.5 (also elsewhere); change
color shading] [FK: Thanks, it’s fine. The cases where the
node remains metallic are interesting.] [SA: I’m not sure how
physical this is, typically when increasing the resolution the
pseudogap opens also at the node, at least without adjust-
ment (at half filling) this was the case] [FK: For µ = �0.5
the FS is almost a square (Fig. 6) and the node may gap due
to nesting. For strong curvature like µ = �1.2 it is plausible
that a gap does not open at the node?]

chemical potential µ: smaller absolute values of the next-
nearest neighbor hopping lead to a zero crossing in corre-
spondence of weaker bare interactions [33]. For µ = �1,
�1.1, and �1.2, the location of the node corresponding
to the grid point along the diagonal of the BZ closest
to the Fermi surface, has been adjusted with respect to
k

n

= (⇡/2,⇡/2) as applies to the other values of µ closer
to half filling. In contrast, the antinode at the grid point
next to (0,⇡) along the BZ edge (see Fig. 2) is the same
for all values of µ. In particular, for (0,⇡) as well as
for the hot spot, the observed behavior for the e↵ective
quasiparticle weight is indistinguishable to the one at the

�

M X

antinode
node

hot spot

FIG. 2. Sketch of the Fermi surface and the AF zone bound-
ary, their intersection defines the location of the hot spot
(square). The node (circle) and antinode (diamond) corre-
sponds to the crossing with the diagonal and the edge re-
spectively. The arrows indicate the commensurate and in-
commensurate AF wave vectors connecting the Fermi surface.
[combine with Fig. 6?
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FIG. 7. The electron doping � as a function of the flowing
interaction U , for the same parameters as in Fig. 1. The
monotonous increase towards half filling (n = 1) along the
flow is more pronounced at larger fillings. [change y-axis to
n]

hot spot (here corresponding to the neighboring grid
point along the diagonal)

[add fig. with hot spot, antinode and (⇡, 0);
there, also the downturn e↵ect at the node (if

not adjusted) should be seen ! appendix]

In Fig. 7 we show the doping � for the same parameters
as in Fig. 1. We note that due to the self-energy flow in
the fRG, the initial chemical potential is renormalized
leading to a change of the filling with U during the flow.
This e↵ect is small close to half filling and increases with
the doping.

D. Fluctuation diagnostics of the self-energy

In this section we investigate the emergence of the gap
opening tendency in the di↵erent channels by performing
a fluctuation diagnostics. The di↵erent contributions to
the self-energy are extracted from the respective physical
channels of the two-particle vertex

⌃
SUM

= ⌃2PI

� 3

2
⌃

M

+
1

2
⌃

D

+ ⌃
SC

. (12)

The results for the e↵ective quasiparticle weight
@
i⌫

Im⌃(k, i⌫)|
i⌫=i⇡T

are shown in Fig. 8, for µ = �0.9
in the upper panel and for µ = �1 in the lower one.
As discussed above for Fig. 1, the pseudogap opening is
determined by the zeros @

i⌫

Im⌃(k, i⌫)|
i⌫=i⇡T

= 0 and
sets in first at the antinode, followed by the one at the
node close to the vertex divergence. This node-antinode
dichotomy is controlled by the magnetic channel since
all other contributions present no momentum-selective
behavior. In particular, the data for the two-particle ir-
reducible, the density, and the superconducting channels
lie on top of each other for the two values of the chemi-
cal potential. Moreover, from the comparison of the two
panels we deduce that the qualitative behavior is not af-
fected by the (increased) incommensurability of the AF
wave vector.

FIG. 8. Fluctuation diagnostics of @i⌫ Im⌃(k, i⌫) evaluated
at i⌫ = i⇡T as a function of the flowing interaction U ,
for µ = �0.9 (upper panel) and µ = �1 (lower panel), at
t0 = �0.15 and 1/T = 20: the physical channels M , D, and
SC, the two-particle irreducible part (2PI) and their sum.
For µ = �1, the node has been adjusted with respect to
kn = (⇡/2,⇡/2) which corresponds to the node for µ = �0.9.
[correct labels m! M, d!D and insert index before
brackets; change order for consistency with Fig. 9;
make SUM black (also in following fig.); add pref-
actors of decomposition such that the sum appears
evident]

A similar behavior is observed also for the real part
displayed in Fig. 9, for the same parameters as in Fig. 8.
The flattening around the X-point observed for µ = �1
can be clearly associated to the magnetic channel. Inter-
estingly, this behavior occurs with the increased incom-
mensurability of the AF wave vector at µ = �1.

IV. CONCLUSIONS

We have presented numerical results for the electron
self-energy of the 2D Hubbard to investigate the pseu-
dogap opening at finite doping. Using a forefront imple-
mentation of the fRG, we performed a detailed analysis of
self-energy and its evolution along the flow. The fluctua-
tion diagnostics of the di↵erent contributions allowed us
to identify the relevant interaction processes and trace
its momentum-resolved structure. We found that also
at finite doping the pseudogap opening is driven by AF
fluctuations, as for half filling, but with incommensurate
wave vectors. The observed physical behavior can be un-
derstood by the provided analytical description.
Outlook: di↵erent parametrization of the FS?

-  momentum-selective pseudogap 
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for small T quasi-particle weight 

determined by slope of Im Σ 

at lowest frequencies 

→ pseudogap driven by long-ranged AF fluctuations

Pseudogap opening
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Extension to correlated starting points

exploit freedom of choice for cutoff and 
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→ include correlation effects already in initial 
     conditions

→ reduce truncation error by starting ‘closer’ 
     to final action

Starting from Dynamical Mean Field Theory (DMFT):

non-perturbative treatment of local correlations

-  exact solution in the limit

-  strong-coupling regime accessible
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We present a novel scheme for an unbiased and non-perturbative treatment of strongly correlated
fermions. The proposed approach combines two of the most successful many-body methods, i.e., the
dynamical mean field theory (DMFT) and the functional renormalization group (fRG). Physically,
this allows for a systematic inclusion of non-local correlations via the flow equations of the fRG,
after the local correlations are taken into account non-perturbatively by the DMFT. To demonstrate
the feasibility of the approach, we present numerical results for the two-dimensional Hubbard model
at half-filling.

PACS numbers: 71.10.-w,71.27.+a,71.10.Fd

Introduction. – Correlated electron systems display
undoubtedly some of the most fascinating phenomena of
condensed matter physics such as high-temperature su-
perconductivity and quantum criticality; and with the
tremendous progress to cool and control atomic gases
new many-body physics is explored nowadays. These
systems pose a particular challenge for theory. In this
paper, we discuss a new route for the theoretical treat-
ment of strong correlations, which combines the strengths
of two of the most successful approaches developed hith-
erto: dynamical mean field theory (DMFT) [1, 2] and
functional renormalization group (fRG) [3–6].

DMFT represents the “quantum” extension of the clas-
sical (static) mean-field theory. More formally, DMFT
provides the exact solution of a quantum many-body
Hamiltonian in the limit of infinite spatial dimensions
(d → ∞)[1]. DMFT allows hence for an accurate (and
non-perturbative) treatment of the local part of the cor-
relations. Among others, it provides the essential ingre-
dients to describe the Mott-Hubbard metal-to-insulator
transition in three-dimensional bulk systems [7, 8]. At
the same time, the mean-field nature with respect to the
spatial degrees of freedom implies that all non-local spa-
tial correlations are completely neglected in DMFT.

A powerful technique to treat such non-local correla-
tions is, instead, provided by the fRG. Its starting point
is an exact functional flow equation [9], which yields the
gradual evolution from a simple initial action to the full
final action, that is, the generating functional of all one-
particle irreducible vertex functions. The flow parame-
ter (RG scale) is usually a momentum or energy cutoff.
Expanding the functional flow equation yields an exact
but infinite hierarchy of flow equations for the n-particle
vertex functions, which for most practical calculations is
truncated at the two-particle level. There have been nu-
merous applications of such weak-coupling truncations to
low-dimensional fermion systems with competing insta-

bilities and non-Fermi liquid behavior (for a review, see
[6]).
The approach we present here is coined DMF2RG as

the DMFT solution serves as a starting point of the fRG
flow. DMF2RG aims at overcoming the main restric-
tions of the two methods, i.e., the lack of non-local cor-
relations in DMFT and the weak-coupling limitation in
practical implementations of the fRG. The basic idea of
the DMF2RG is the following: We apply the fRG not
starting from a problem without (or with trivial) corre-
lations, but from the fully converged DMFT solution of
the correlated system. This way, the local but possibly
strong DMFT correlations are fully taken into account
from the very beginning, while the additional local and
non-local correlations typical for finite- and in particular
low-dimensional systems will be systematically generated
in addition to the DMFT solution by the fRG flow. We
note that alternative strong coupling starting points for
the fRG flow have been discussed recently for the Bose-
Hubbard [10] and the single-impurity Anderson model
[11].
Before turning to the DMF2RG algorithm, let us men-

tion earlier approaches that have been proposed to in-
clude non-local correlations beyond DMFT. They can
be classified into cluster [12] and diagrammatic exten-
sions [13–15] of DMFT. While the former ones are ev-
idently complementary in nature, DMF2RG also differs
from the existing diagrammatic methods: instead of a
simple selection of diagrams on the basis of the DMFT
local vertex, such as second-order perturbation theory
or ladder resummations in selected channels, DMF2RG
employs the more sophisticated renormalization group to
generate non-local correlations unbiasedly in all channels.
Method. – For the formulation of DMF2RG, we start

with the DMFT action

SDMFT = −

∫ β

0

dτdτ ′
∑

iσ

c̄iσ(τ)G
0
AIM(τ − τ ′)−1ciσ(τ

′)

BUT lack of non-local spatial correlations

Metzner and Vollhardt, PRL (1989); Georges and Kotliar, PRB (1992)
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Include correlation e↵ects already in initial conditions

Reduce truncation error by starting ’closer’ to final action

A. Rancon et al., PRB 2011, J. Reuther et al., PRB 2013

M. Kinza et al., PRB 2013, C. Taranto et al., PRL 2014
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Wentzell et al., PRB (2015)

complementary to fRG

non-perturbative treatment of local correlations  
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Combination of DMFT and fRG: DMF2RG
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-  local correlations fully accounted for by DMFT starting point

-  non-local correlations generated by RG flow unbiasedly in all channels !
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Method. – A rather flexible and effective formulation
of DMF2RG (see also the Supplementary Material sec-
tion for further details) is obtained starting from the local
(or “impurity”) action of DMFT

SDMFT = −

∫ β

0

dτdτ ′
∑

iσ

c̄iσ(τ)G
0
AIM(τ − τ ′)−1ciσ(τ

′)

+ Sint . (1)

Here, c̄iσ(ciσ) are the Grassmann variables correspond-
ing to the creation (annihilation) of a fermion with spin
projection σ =↑, ↓ on site i, G0

AIM(τ−τ ′) is the electronic-
bath Green’s function of the auxiliary effective Anderson
impurity model (AIM), which in a first step needs to be
determined self-consistently in DMFT [7] (see left-hand
side of Fig. 1), and Sint is a local interaction.
With this DMFT solution as a starting point, the fRG

generates a flow to the finite-dimensional action of inter-
est

Slatt = −

∫ β

0

dτdτ ′
∑

kσ

c̄kσ(τ)G
0
latt(k, τ − τ ′)−1ckσ(τ

′)

+ Sint, (2)

where G0
latt

(k, τ − τ ′) is the free propagator of the finite
dimensional system, which reads G0

latt(k, iω) = (iω −
ϵk+µ)−1 in terms of Matsubara frequencies, the energy-
momentum dispersion ϵk and the chemical potential µ.
In Fig. 1 the specific case of a 2D square lattice is shown.
For the DMF2RG scheme we now introduce a flow pa-

rameter Λ [17] so that

G0
Λ(k, iω)

−1 = ΛG0
AIM(iω)−1+(1−Λ)G0

latt(k, iω)
−1, (3)

interpolates between the initial DMFT (Λinitial = 1) and
the final action (Λfinal = 0).
The flow of DMF2RG hence gradually switches off the

DMFT-bath and switches on the 2D hopping, including
non-local correlations beyond DMFT. Neglecting three
(and more) particle vertices, the flow equations [6, 19]
for the self-energy and the two-particle vertex are shown
in Fig. 1. The truncation of the hierarchy at the level
of the two-particle vertex Γ relies on the assumption
that the relevant physics is captured by the structure
appearing on the two-particle level. Let us emphasize,
however, that three- (and more-) particle vertices are in-
cluded on the local level by DMFT. This flow scheme
results in the following single-scale propagator (defined
as ∂GΛ/∂Λ|ΣΛfixed)

SΛ(k, iω)=G2
Λ(k, iω)

[

G0
latt(k, iω)

−1−G0
AIM(iω)−1

]

(4)

which includes the full Green’s function GΛ(k, iω) =
[G0

Λ(k, iω)
−1 − ΣΛ(k, iω)]−1.

While the formal structure of the flow equations, di-
agrammatically depicted in Fig. 1, resembles the one of
the conventional fRG implementation, in the DMF2RG

FIG. 1: (Color online) Schematic illustration of the DMF2RG
approach, showing the evolution of the Gaussian part G0

Λ

of the action from DMFT to its exact expression for a two-
dimensional system. The (truncated) flow equations for the
self-energy ΣΛ and the two-particle vertex ΓΛ

2 are explicitly
given in terms of Feynman diagrams.

the initial conditions strongly differ, as they are deter-
mined, both at the one- and the two-particle level, by
DMFT, which provides the initial self-energy ΣΛ=1 =
ΣDMFT(iω) and one-particle irreducible (1PI) vertex
ΓΛ=1
2 = ΓDMFT(iν1, iν2; iν′1, iν

′
2) [20]. As a consequence,

DMF2RG is numerically more expensive as compared to
the conventional fRG or DMFT schemes: (i) two-particle
vertices have to be computed in DMFT [21] as an input
to the 1PI-fRG flow and (ii) the frequency dependence
of ΣΛ and ΓΛ

2 has to be included in the fRG [25], with
a proper frequency-dependent parametrization; accord-
ing to a generic estimate of the numerical effort gives
N4

kN
4
ω, Nk(Nω) being the number of momenta (frequen-

cies). DMF2RG also allows to bypass the sign-problem of
a direct quantum Monte Carlo (QMC) treatment of non-
local correlations, since QMC will be limited, at most,
to DMFT calculations of one- and two-particle local ver-
tices.

Application to the 2D Hubbard Model. – We now
show, as a first application of DMF2RG, results for
a prototypical model of correlated fermions, the two-
dimensional Hubbard model. We recall that the inter-
play of antiferromagnetism and superconductivity in this
model has been studied by weak coupling truncations of
various versions of the fRG already some time ago [26–
29]. In standard second-quantization notation, the Hub-
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In Fig. 1 the specific case of a 2D square lattice is shown.
For the DMF2RG scheme we now introduce a flow pa-

rameter Λ [17] so that

G0
Λ(k, iω)

−1 = ΛG0
AIM(iω)−1+(1−Λ)G0

latt(k, iω)
−1, (3)

interpolates between the initial DMFT (Λinitial = 1) and
the final action (Λfinal = 0).
The flow of DMF2RG hence gradually switches off the

DMFT-bath and switches on the 2D hopping, including
non-local correlations beyond DMFT. Neglecting three
(and more) particle vertices, the flow equations [6, 19]
for the self-energy and the two-particle vertex are shown
in Fig. 1. The truncation of the hierarchy at the level
of the two-particle vertex Γ relies on the assumption
that the relevant physics is captured by the structure
appearing on the two-particle level. Let us emphasize,
however, that three- (and more-) particle vertices are in-
cluded on the local level by DMFT. This flow scheme
results in the following single-scale propagator (defined
as ∂GΛ/∂Λ|ΣΛfixed)

SΛ(k, iω)=G2
Λ(k, iω)

[

G0
latt(k, iω)

−1−G0
AIM(iω)−1

]

(4)

which includes the full Green’s function GΛ(k, iω) =
[G0

Λ(k, iω)
−1 − ΣΛ(k, iω)]−1.

While the formal structure of the flow equations, di-
agrammatically depicted in Fig. 1, resembles the one of
the conventional fRG implementation, in the DMF2RG

FIG. 1: (Color online) Schematic illustration of the DMF2RG
approach, showing the evolution of the Gaussian part G0

Λ

of the action from DMFT to its exact expression for a two-
dimensional system. The (truncated) flow equations for the
self-energy ΣΛ and the two-particle vertex ΓΛ

2 are explicitly
given in terms of Feynman diagrams.

the initial conditions strongly differ, as they are deter-
mined, both at the one- and the two-particle level, by
DMFT, which provides the initial self-energy ΣΛ=1 =
ΣDMFT(iω) and one-particle irreducible (1PI) vertex
ΓΛ=1
2 = ΓDMFT(iν1, iν2; iν′1, iν

′
2) [20]. As a consequence,

DMF2RG is numerically more expensive as compared to
the conventional fRG or DMFT schemes: (i) two-particle
vertices have to be computed in DMFT [21] as an input
to the 1PI-fRG flow and (ii) the frequency dependence
of ΣΛ and ΓΛ

2 has to be included in the fRG [25], with
a proper frequency-dependent parametrization; accord-
ing to a generic estimate of the numerical effort gives
N4

kN
4
ω, Nk(Nω) being the number of momenta (frequen-

cies). DMF2RG also allows to bypass the sign-problem of
a direct quantum Monte Carlo (QMC) treatment of non-
local correlations, since QMC will be limited, at most,
to DMFT calculations of one- and two-particle local ver-
tices.

Application to the 2D Hubbard Model. – We now
show, as a first application of DMF2RG, results for
a prototypical model of correlated fermions, the two-
dimensional Hubbard model. We recall that the inter-
play of antiferromagnetism and superconductivity in this
model has been studied by weak coupling truncations of
various versions of the fRG already some time ago [26–
29]. In standard second-quantization notation, the Hub-

bare interaction( standard init. cond.:                                                       )�⇤in = 0

��in(i�) = �DMFT(i�)

��in(i�0
1, i�

0
2, i�1;k

0
1,k

0
2,k1) = �DMFT(i�0

1, i�
0
2, i�1)

new init. cond.:-  new initial condition: local DMFT solution

Taranto et al., PRL (2014); Vilardi et al., PRB (2019)
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Figure 7: Left axis: Critical flow parameter ⇤c for the anti-
ferromagnetic instability as a function of doping � = 1� n in
full DMF2RG (blue circles) and in single-channel DMF2RG
(orange circles), respectively. Right axis: Maximum of the
d-wave pairing interaction D from the full DMF2RG (blue
stars) and in a decoupling approximation (red stars), respec-
tively. The lines connecting the symbols are guides to the eye.
Parameters are: U = 8t, T = 0.08t and t0 = �0.2t.

that the Néel temperature in DMF2RG is only slightly
reduced compared to the DMFT results, which, in turn,
is much smaller than the temperature predicted by the
standard RPA. In conventional fRG, fluctuations in the
non-magnetic channels (mostly pairing) substantially re-
duce the Néel temperature. On the local level, these ef-
fects are already taken into account by the DMFT, while
a further reduction of the Néel temperature due to non-
local fluctuations in the non-magnetic channels turns out
be to less pronounced.

At half filling and with t0 = 0, a divergent spin
susceptibility signaling a magnetic instabibility at low
temperature is found in our calculations for any cou-
pling strength. However, an ordered magnetic state
breaking the SU(2) spin symmetry is excluded at finite
temperature in two dimensions by the Mermin-Wagner
theorem.28 The truncation of non-local fluctuation con-
tributions underlying our present implementation of the
DMF2RG misses the order parameter fluctuations pre-
venting the magnetic order at finite temperatures. This
deficency could be cured by including thermal order pa-
rameter fluctuations using the techniques developed by
Baier et al.29 for the plain fRG.

B. Finite doping

Let us now switch to the finite doping case in a param-
eter range relevant for cuprates. The ratio of next-to-
nearest neighbor hopping and nearest neighbor hopping
is t0/t = �0.2 in the entire section.

Figure 8: Static magnetic susceptibility in DMFT-RPA (black
line) and in full DMF2RG (blue points) along a specific path
in the BZ. Parameters: U = 8t, T = 0.08t, t0 = �0.2t and
� = 0.18.

1. Magnetic fluctuations

In Fig. 7 we show the critical flow parameter ⇤

c

as a
function of doping for U = 8t and T = 0.08t. Assuming
a hopping value for cuprates of t ⇡ 0.4eV, the chosen
temperature is thus about 350K. We observe a magnetic
instability for all dopings smaller than �

c

= 0.18. For
higher doping values the flow reaches ⇤ = 0 without en-
countering any instability. Decreasing the temperature
to T = 0.044t, we only observe a very slight increase
of the critical doping value. Hence, from our results,
we see that the critical doping for a magnetic instabibil-
ity �

c

remains about 0.18 down to the lowest tempera-
tures. This value is roughly comparable with the maxi-
mal doping range for which the pseudogap is experimen-
tally observed.30 Hence, the large magnetic fluctuations
leading to the instability of the flow should not be asso-
ciated with spontaneous symmetry breaking, but rather
with the onset of the pseudogap. The instability occurs at
the commensurate antiferromagnetic wave vector (⇡,⇡)
for � < 0.16, and at incommensurate wave vectors of the
form (⇡�2⇡⌘,⇡) with ⌘ > 0 for larger values of the dop-
ing. These results are in line with a similar transition
from commensurate to incommensurate magnetic fluctu-
ations revealed by the DMFT-RPA susceptibility (with
DMFT self-energy and vertex corrections).19

In Fig. 8 we compare the magnetic susceptibility of
DMF2RG with the one from RPA with DMFT vertex for
doping � = 0.18 along a specific path in the BZ. The two
susceptibilities are qualitatively similar, showing that the
inclusion of the non-magnetic channels leads only to mi-
nor quantitative modifications in this parameter regime.
In particular we observe that in both cases (⇡,⇡) is a
marked local minimum. The maximum of the suscep-
tibility in DMF2RG seems to be shifted to a slightly

Vilardi et al., PRB (2019)

U=8t, t’=−0.2t, T=0.08t
-  magnetic instability for doping range 
   where experimentally pseudogap 
   opening is observed

-  sizable d-wave pairing interaction at 
   edge of AF regime 
   (at lower dopings flow has to be 
   stopped before it can fully develop)
   → driven by strong magnetic fluctuations

-  no major impact of channel interplay 

→ d-wave pairing driven by (nonlocal) magnetic fluctuations

In the context of the conventional fRG it
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Figure 1

(a) Graphical representation of the Hubbard model. Two of many proposed phase diagrams of the model at intermediate
interaction strength, at finite (b) and zero temperature (c). Note (see Sec. 2) that (b) and (c) are mutually inconsistent,
that in (b) charge ordered phases are missing and the precise location of phases and boundaries are hotly debated. In (c)
the ground state in the large doped region is Fermi liquid-like with an instability towards pairing through the
Kohn-Luttinger e↵ect (33).

Despite these radical simplifications, the model has proven itself as a powerful tool for

investigating correlated electron physics. On one hand, its relevance to cuprate physics has

provided an early motivation for studying the model’s phase diagrams and ground states.

On the other hand, its simplicity has made it an ideal target for early quantum simulators,

where many-body phenomena can be investigated without the complication of many of the

e↵ects present in realistic condensed matter systems.

Theoretically, the presence of metallic, insulating, ferro- and antiferromagnetic, super-

conducting, and charge-ordered phases in a model with very few parameters has proven an

appealing testbed for new analytical methods. However, it became apparent early on that

the standard analytical toolkit of condensed matter theory was insu�cient to describe this

rich physics to the desired accuracy, and that sophisticated numerical methods would have

to be used instead (83). This led to the development of a wide range of numerical tools based

on many di↵erent approximations and approaches (152, 224), including diagonalization, di-

agrammatics, tensor network, variational, series expansion, Monte Carlo, and embedding

methods. While di↵erent approaches often led to di↵erent answers in earlier years, the

situation has significantly improved more recently. Thanks to algorithmic advances and an

increase of computing power, several methods have started to reproduce consistent results,

leading to a growing consensus on various aspects of the Hubbard model.

1.1. Purpose and structure of this article

In this article we review the recent progress in solving the Hubbard model from a computa-

tional perspective. We highlight results in which consensus has been reached among several

numerical approaches and identify open challenges and their prospect of being resolved in
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→ controlled numerical solutions in various regions of the phase diagram available

→ despite all progress, many open challenges remain:

   -  precise locations of phase boundaries, in particular of d-wave superconductivity

   -  extension to more orbitals and/or longer ranged interactions 

   -  real-time evolution and real frequency observables

Qin et al. (2021) 
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The rest functions

U = 4t U = 16t

U = 4t (weak coupling)

small values of all RX

”broad” frequency structures

U = 16t (strong coupling)

extremely large values

BUT extremely localized structure in
frequency

what is the e↵ect of setting RX = 0 all along the flow?

Pietro Maria Bonetti (MPI-FKF) SBE representation of fRG 16 / 24

→ extremely localised frequency structures 

     in rest function at strong coupling

✔✔✔

Single-boson exchange representation

Decomposition in terms of U-reducibility

→ feasibility of multiloop DMF2RG  

The single boson exchange (SBE) representation

[Krien et al. PRB 100, 155149 (2019)]

Divide diagrams according to U -reducibility

V = ⇤2PI +

X

X=c,m,s

�X U ± �X

kk

0(q)| {z }
2P-reducible

= hX

k

(q)DX

(q)hX

k

0(q)| {z }
U -reducible

+ RX

kk

0(q)| {z }
U -irreducible

8
><

>:

DX

(q) = U ± U2�X

(q), �X

(q) susceptibility

hX

k

(q) =
1± �

(3)X
k

(q)

1± U�X

(q)
, �

(3)X
k

(q) 3-legged correlator

Pietro Maria Bonetti (MPI-FKF) SBE representation of fRG 9 / 24

Krien et al., PRB (2019)

→ allows to
    -  simplify vertex complexity
    -  clearly identify collective excitations

Bonetti et al., PRResearch (2021)

→ Poster K. Fraboulet


